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From: Kathryn Reynolds <K.Reynolds@cabi.org>

Sent: Monday, January 20, 2020 7:18 AM

To: Open Science <OpenScience@OSTP.eop.gov>

Subject: [EXTERNAL] RFC Response: Desirable Repository Characteristics

Dear Whom it May Concern,

| saw with interest your compilation of a series of desirable characteristics to aid in the selection of
repositories. | wonder whether you are aware of a similar effort from the FAIRSharing community, who
are also taking comments on a set of FAIR specific repository criteria they have compiled. If you were
interested in combining your efforts with this group (and haven’t done so already) | am sure they will be
extremely receptive to learning from your findings and vice versa.

| am a data analyst at the Centre for Agriculture and Biosciences International (CABI). We are a non-
profit with significant amounts of research data, and also work helping to enable data access within the
agricultural space. We are currently working with the Gates foundation to help their data outputs from
their soil and agronomy projects more FAIR, and are concurrently developing a CKAN repository to
publish some of our own data assets. As such, | look forward to reading the finalized output of your
project, as it may help to advise my own work of facilitating data sharing by producing (and pointing to)
FAIR data repositories. | think even if researchers are willing to share data, they are often not sure
where or how best to do so, and documentation helping in this process is well overdue!

Thank you for your time,

Kathryn Reynolds
Junior Data Analyst

CABI Head Office
Nosworthy Way
Wallingford
Oxfordshire
OX10 8DE

United Kingdom

Telephone: +44 (0)1491 829358
Email:
Visit us at
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1730 Minor Ave, Suite 1360
Seattle, Washington 98101
Phone: 206-221-7775
psaty@u.washington.edu

January 23, 2020

Office of Science and Technology Policy
Email: OpenScience@ostp.eop.gov

Re: RFC Response: Desirable Repository Characteristics

Dear Reviewers,

I would like to suggest an additional characteristic that should be included as a
“desirable characteristic.”

As the leaders of the CHARGE (Cohorts for Heart and Aging Research in Genomic
Epidemiology) Consortium funded by HL105756, my colleagues and | are accustomed to
sharing data for among NIH-funded cohort studies for genetic analyses. Both for pooled
analyses and for meta-analyses, it is essential to harmonize the phenotypes of interest for each
analysis. The current data-sharing permission structures and mechanisms make it difficult for
us to save, preserve, and share the harmonized data. Our harmonization efforts, useful for one
publication, frequently go wasted.

Eric Boerwinkle, Steve Rich, and | described this problem in a Perspective Piece entitled
“Innovation in Data Sharing at the NIH,” New England Journal of Medicine 2019; 380: 2192-5.
As we concluded there, “Major advances leveraging these large-scale genomic and phenotype
data require not only contemporary analytics based on deep learning and artificial intelligence,
but also administrative and regulatory innovation.... Administrative innovations in data sharing
to promote big-data science will not emerge on their own. The NIH can devise a new set of
data-access policies and regulations that would be fit for the purpose and appropriate for current
and future forms of biomedical data.”

Please see the publication for a more complete discussion and explanation for the need

for “administrative and regulatory innovation” to promote data sharing.

Cordially,

"Lipee M. %‘W@

Bruce M. Psaty, MD, PhD
Professor, Medicine and Epidemiology
Co-director, Cardiovascular Health Research Unit

c:\work\dcc\RFC_DataSharing.doc



From: HELLMAN, BARRY M CIV USAF AFMC AFRL/RQHV <barry.hellman@us.af.mil>
Sent: Friday, January 24, 2020 9:54 AM

To: Open Science <OpenScience@OSTP.eop.gov>

Subject: RFC Response: Desirable Repository Characteristics

Two suggestions:

1. DoD currently publishes reports in DTIC. However, there is no place to properly archive finalized data
files that go with the report (e.g. Excel spreadsheets, specialized source code, input and output data files
that are used with an analysis tool like Finite Element Analysis). There should be a cloud based server
(with appropriate distribution limitations enforced) to archive finalized data files that correspond to
technical reports.

2. DoD uses the Technology Readiness Level (TRL) a great deal in development roadmaps. While the
definitions of TRL are universally accepted, there is no standard way to document that a certain
technology has reached a TRL. | recommend coming up with a short standardize template (2-3 pages)
for a program manager or principal investigator to document when a technology has reached a TRL an
include citations for appropriate references. The concepts of Manufacturing Readiness Level (MRL) and
Integration Readiness Level (IRL) are also sometimes used and would also benefit from a standardized
documentation method.

Barry Hellman
AFRL/RQHV
937-255-3088
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From: Bruce M Psaty <psaty@uw.edu>

Sent: Monday, January 27, 2020 8:58 AM

To: Open Science <OpenScience@OSTP.eop.gov>

Subject: [EXTERNAL] RE: RFC Response: Desirable Repository Characteristics

| can send a copy of the pdf of the perspective from the N Engl J Med if that would
help. Let me know. Thanks

Bruce M. Psaty, MD, PhD

Professor, Medicine & Epidemiology
University of Washington
Cardiovascular Health Research Unit
1730 Minor Avenue, Suite #1360
Seattle, WA 98101-1466

Phone: 206/221-7775

Fax: 206/221-2662

Email: psaty@u.washington.edu
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Mission:

To create and maintain a data warehouse of health data for the region that conforms to FAIR
data principles (Findable, Accessable, Interoperable, Reusable) and provides curated health
data for the UB and Buffalo Translational Consortium (BTC) research community and our
partners. This will be accomplished through a comprehensive data governance plan and
Master Patient Index that takes in data from multiple clinical partners and payers and provides
interoperable data to researchers across our campuses and extends to our research partners.
This requires a comprehensive extract, transfer and load protocol with data cleaning and
imputation. We will add to this framework a set of data analysis and predictive analytic
(Machine Learning) tools to ensure that our research community has access to the best
computational and data analytic resources to further their research goals in a secure
environment.

Vision:

To securely provide FAIR and Interoperable health data and tools to our UB and BTC research
community and to our partners.

Operations and Management:

The Institutional Health Data Repository (IHDR) will be operated as a division of the University
at Buffalo under the Vice President for Health Sciences with governance as described in the
following section. All current resources allocated to the current Institute for Healthcare
Informatics will be transitioned to this new unit.

A Director position will be searched and filled once adequate funding is identified. This position
will be PhD-level with experience in health data research management. In the interim, the Chair
of the JSSMBS Bioinformatics Department will serve as Director of the IHDR.

A strategic operations plan will be developed by the Director or Interim Director, staff, and
supporting UB constituents during the Spring 2020 semester and submitted to the Executive
Oversight Council by July 1, 2020.




Data Governance:

Governance Bodies

» Executive Oversight Council — Provide executive guidance and funding decisions to
support operation and growth of the IHDR.

Membership: VP Health Science, VP Research, UB CIO, Great Lakes Health
(GLH) Representative (one from Kaleida Health and one from Erie County
Medical Center (ECMC)), Chair of the Department of Biomedical informatics, a
Basic Science Representative, Chair of Computer Science and the Director IHDR

This body will give the overall direction of the IHDR
This body will have budgetary oversight
The EOC will meet quarterly

» Advisory Committee — Provide operational guidance including methods for access to
data, data policies, regulatory compliance, and technology architecture.

Membership: Director IHDR, JSMBS Dept Chairs, CTSA Director, past Director
of IHI, VPCIO Director of Enterprise Infrastructure Services, Dean of Libraries,
Chair of the Department of Biomedical Informatics, Basic Science
Representative, Computer Science Representative and GLH Representatives,
outside Advisors from other Universities and / or industry

This body will provide strategic direction as to content and set the policies
regarding data access and cost of usage of the IHDR

The Advisory Committee will meet bi-annually

Data Governance Committee

For each datatype in the IHDR we will develop both systematic and formal definitions. These
will be vetted with the data contributors. All merged data will be evaluated to ensure
equivalence in meaning. Representations will be using formal Ontology and will have an
Ontology advisor on the committee.

Membership: UB CIO, their data governance representative, an Ontology expert
from at least two Decanal Units, the Chair of the Department of Biomedical
Informatics, Ontology staff, Chair of Pathology, director of the Center of
Excellence in Bioinformatics and the IHDR director, and a representative from
Kaleida and one from ECMC and a representative from other data providers..
This committee will meet monthly

This committee will work on the data standardization and governance of new
variables throughout GLH

They will handle Material Transfer Agreements

The Goal is to lead to semantic interoperability across our Research and Clinical
environment




UB Cloud based — Data Warehouse Architecture:

Importing Data into the Data warehouse

From each GLH partner, corporate partners and UB, we will import and merge data from
individuals across the health system
This will be accomplished through establishing a Master Patient Index where patients
are matched using:
o Name
SSN
Address
DOB
Cell Phone Number
Problem Lists (to identify people whose Medications or Problems are vastly
different)
o Date of Death (to ensure that we have accurate dates and ages)
Data will be stored in multiple formats including
0 OMORP (Relational Data Model)
12b2 (Relational Data Model in a STAR Schema)
PCORNet (Relational Data Model)
Elastic Search (Fast Indexing and Retrieval)
NOSQL database (Hashtables serialized to disk)
GRAPH DB (triple store)
Neo4J
This is necessary as each of these systems have associated with them different
tooling and properties that serve individual purposes
Artificial Intelligence and Machine Learning tools will preprocess the data and provide
situational awareness of shifts in the data over time.
We will Extract the data from its source (Cerner, MediTech, Allscripts, etc.)
We will Transfer the data to the IHDR
We will Load the data into each of the Models that we will maintain
We will perform data Cleaning
We will develop and utilize rules for excluding records with beyond a threshold of
missing or conflicting data to avoid injecting errors into the data warehouse
We will use several Imputation methods to handle missing data
We will allow pathways for Great Lakes Health personnel, Students, Residents, Fellows,
and Faculty to gain access to the data utilizing a secure cloud infrastructure maintained
in UB on premises data centers.
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Purpose of the IHDR:

In addition to the mission and vision described earlier, the IHDR will benefit UB, GLH, and the
greater WNY community in the following ways:

1. Recruitment to Clinical Trials

2. Automated Retrospective Research

3. Improved Clinical Practice (clinical decision support, population health, biosurveillance,
etc.)

4. Improved Patient Safety

5. Improved ability to administrate the practice

6. Improved education of Residents and Medical Students

7. Clinical Decision Support

8. Precision Medicine & Personalized Medicine

9. New Drug Development

10. New Laboratory Test Development
11. Regenerative Medicine
12. Gene Therapy
13. General Scientific Advances
14. Population Health Impact
15. Administrative business intelligence for our hospital partners
1. Data Aggregation
2. Machine Learning / Atrtificial Intelligence
3. Data Indexing
4. Data Visualization
5. Learning Health System
6. Improved Quality and Patient Safety
16. Provision of FAIR Data for Practice and Population Management and for Research

17. Linkage to our Biobank




Security, Confidentiality and Access to Data:

Recognizing the central role and importance of Security and Confidentiality in making the IHDR
work for our community and partners we have put together a strong HIPAA secure plan.

The data will be held on HIPAA compliant secure data infrastructure in UB on premises data
centers within the VPCIO area. IHDR data will be stored in a secure private cloud resource on
separate encrypted physical hardware, on a separate subnet, firewall protected in a locked
room that will be accessed physically only by HIPAA trained and vetted personnel from IT or
Facilities. Some GPU enabled devices will be part of the IHDR cloud resource. Connections
between the IHDR cloud resource and the Center for Computational Research (CCR) will be
provided to a set of hardware reserved only for that purpose and will be accessed via a Virtual
Private Network (vpn). All data will be encrypted in flight and at rest. Encryption technologies
employed will be Federal Information Processing Standard (FIPS) 140-2 compliant.

Authorized and dual authenticated users will access the IHDR via a Virtual Machine (VM) set up
for them based on their IRB approvals and will require two factor authentication (using Duo
Mobile). Users doing preparatory to research investigation will have access to a specialized
environment which is only capable of providing aggregate results (numbers). All data uploaded
to the IHDR cloud will be run through antivirus software and executables will be tagged to the
authorized sender.

The setup for the IHDR will include a Virtual Machine (VM) with a set of preloaded software:
Databases

» Structured Data in SQL (i2b2, OMOP & PCORNet)

* Unstructured data in NOSQL and Elastic Search and Splunk
* Claims Data

* Image Data

Data Analytics

R Software
Microsoft tools

« SAS

* Machine Learning
*  Python

+ Java VM

» Docker

* Uploaded Data Sets
* Uploaded Screened Code

Infrastructure

- VDI
*  GPU compute
+ Identity Management (accounts)




» Storage
» Security and Privacy Controls

As all needed analysis should be able to be performed on the VMs provided, there is no need to
remove any identified or line level data from the IHDR environment. Any data merging should
be able to be done on the IHDR environment. Requests for increased data storage can be
handled by the IHDR administrative team and can be increased to handle large data such as
image or genomic datasets. Software for Genomic Assembly, Metagenomic analysis and
pathway analysis for systems biology will also be provided.

Publications using the IHDR should include an acknowledgement of the resource. Grants
intending to use the IHDR should reference the resource using standardized Facilities language
provided by the IHDR team and approved by the executive committee and should include 3%
direct costs to the resource to defray its cost to the administration.

Intellectual Property

Recognizing the value of the data in the IHDR, we realize that responsibility to share with the data
providers the intellectual property and companies that are made possible through the use of that data.




From: dredie@verizon.net <dredie@verizon.net>

Sent: Monday, February 3, 2020 3:43 PM

To: Open Science <OpenScience@OSTP.eop.gov>

Subject: [EXTERNAL] OFFICE OF SCIENCE AND TECHNOLOGY POLICY Request for Public Comment on
Draft Desirable Characteristics of Repositories for Managing and Sharing Data Resulting From Federally
Funded Research

In response to the OFFICE OF SCIENCE AND TECHNOLOGY POLICY Request for Public Comment on Draft
Desirable Characteristics of Repositories for Managing and Sharing Data Resulting From Federally
Funded Research, | submit two comments for your consideration.

Comment 1: There is no mention of Government funded IR&D by contractors. Like the direct funded
research, IR&D is paid for with public tax dollars and therefore should be discoverable. If the
contractors do not want to share the information, they should not be reimbursed.

Comment 2: The veracity of this data repository will be dependent on the agencies making the data
available. Coming from a DoD background for nearly 40 years, | can attest to the reticence of DoD
employees (and their contractors) to take any extra steps to report data. Your repository, if it is to be
robust and complete, must be populated seamlessly.

Thank you for the opportunity to comment — Dr. Edie Williams
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From: Anna Greene <a.greene@alexslemonade.org>

Sent: Monday, February 24, 2020 10:27 AM

To: Open Science <OpenScience@OSTP.eop.gov>

Subject: [EXTERNAL] RFC Response: Desirable Repository Characteristics

Hello,

My comment is related to the use of standard NIH repositories for non-NIH funded studies. It does
appear that NIH will allow deposition of non-NIH-funded data into NIH repositories such as SRA or
dbGaP, but that it must go through an approval process first: >https://datascience.cancer.gov/data-
sharing/genomic-data-sharing/non-nih-investigators<. It’s not clear to me how often these data are
rejected or if they are in general are accepted, but my comment is to strongly encourage NIH to accept
non-NIH-funded data without asking investigators to go through a more rigorous process than NIH-
funded investigators. At Alex’s Lemonade Stand Foundation, we require that our funded researchers
share all unique resources, including data, openly with the research community. It’s much more difficult
for them to do so if NIH rejects their submissions to what are considered the standard in the field
repositories available for genomic and other large-scale data. NIH should embrace that these
repositories such as SRA and dbGaP are single source of truth repositories which should accept
appropriate data submissions from non-NIH-funded work.

Thanks!
Anna

Anna Greene, PhD

Director of Science

Alex’s Lemonade Stand Foundation

Fighting childhood cancer, one cup at a time

a.greene@alexslemonade.org | 610-649-3034 | >www.alexslemonade.org<
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Comments in response to Request for Public Comment on Draft Desirable Characteristics of Repositories
for Managing and Sharing Data Resulting From Federally Funded Research.

Name: Tim Whiteaker

Organizational affiliation: The University of Texas at Austin

Primary scientific discipline: Physical science (water resources engineering)
Roles: researcher, data manager

| have comments on Part |. Desirable Characteristics for All Data Repositories. Overall it looks great, and
is in line with the repositories | typically use. Paragraphs J and K may be hard to implement, unless the
repository only allows a certain set of formats to be archived (J). For K, the repository would need
something like diff capabilities on a Git repo, which is related to J since you need a file format that can
be easily diff’d. I still think J and K are desirable, but the responsibility may fall more upon the data
submitter than the data archive for the reasons | mentioned.



To: OpenScience@ostp.eop.gov

From: Margaret C. Levenstein, Director, Inter-university Consortium for Social and Political
Research (ICPSR)

Subject: RFC Response: Desirable Repository Characteristics

Date: March 1, 2020

Thank you for this opportunity to comment on the Office of Science and Technology Policy
(OSTP) draft set of desirable characteristics of data repositories used to locate, manage, share,
and use data resulting from Federally-funded research. As the director of the Inter-university
Consortium for Political and Social Research (ICPSR), the largest archive of digital social and
behavioral science data in the world, | am familiar with the range of characteristics of effective
repositories. | am also a research professor at the University of Michigan.

ICPSR supports the existing desirable characteristics for all data repositories, but would like to
highlight the tension between "Free & Easy to Access and Reuse" (Desirable Characteristic F)
and “Long-term sustainability" (Desirable Characteristic B). Infrastructure to manage, preserve,
and disseminate data is costly, especially when the data are large and complex. Likewise,
preparing data for reuse requires significant investment -- often by domain or specialty
repositories. In the ecosystem of repositories that exist, “free” data often do not include the
necessary metadata for reuse and long-term preservation. ICPSR advocates for the federal
government to “commit to sustaining institutions that assure the long-term preservation and
viability of research data. Agencies supporting research must back up the new open-access
requirements with funding to ensure their success....These are modest costs to assure a strong
return on public investments in research and to enable uses of data unanticipated by the original
investigators” (Sustaining Domain Repositories for Digital Data: A White Paper).

ICPSR particularly supports the attention to data on human subjects, even if “deidentified.”
Protecting the privacy of human subject data requires technological, social, and regulatory
dimensions. Perfect and permanent anonymization is essentially impossible for many important
use cases. The amount of data already available about individuals and the low cost of
computational capacity make re-identification easier than at any previous time. In order to
balance the utility of data with privacy protection, repositories need to manage and provide
tiered access to data of different levels of sensitivity and the credentialing of data users to
create a culture of responsible data management and privacy protection. Repositories can be
characterized by their ability to ensure differential and effective consequences for breaching
responsible data use and to deploy different technologies for both making data safe and/or
making safe the technological platforms where the data are analyzed. Tiered access should
balance safe people, safe places, and safe data.

In addition to the existing desirable characteristics for all data repositories, we suggest including
the following characteristics, many of which are adapted from the recent draft paper, Data
Repository Selection: Criteria That Matter.
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e Collection Development Policy - This criterion is whether a repository has a transparent
policy detailing the range of data that are considered in scope for the repository and is
useful to the audience of users (including data contributors and data users) accessing
the services of the repository.

e Data Deposition Conditions - This repository characteristic details any restrictions the
repository places on who it will accept data from.

e Dataset Usage Information - Repositories differ in the extent to which they allows
researchers insight in data reuse by systematically collecting and sharing this
information (e.g. number of views, downloads).

e Data Preservation Policy - It is important that a repository provides to the user
community documentation about how long-term preservation of the data is ensured.
Repositories can be characterized by various aspects of their approach to digital
preservation.

e Certification - Whether a repository has been certified for its compliance with standards
for trusted digital repositories is an important characteristic. There is growing community
support around the value of the CoreTrustSeal certification for repositories.

Thank you again for this opportunity to comment on the draft set of desirable characteristics of
data repositories.

Margaret C. Levenstein, Ph.D.

Director, Inter-university Consortium for Political and Social Research

Research Professor, Institute for Social Research and School of Information

Adjunct Professor of Business Economics and Public Policy, Ross School of Business
University of Michigan

Ann Arbor, Ml 48106-1248

MaggieL@umich.edu
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To: White House Office of Science and Technology Policy (OSTP)

From: Wesley Stites, Associate Vice Chancellor for Research and Innovation; Steve Krogull,
Associate Chief Information Officer; and Melody Herr, Head, Office of Scholarly
Communications on behalf of the University of Arkansas, Fayetteville (UAF)

Date: 27 February 2020

Thank you for the opportunity to review and comment on the desirable characteristics of
repositories for managing and sharing data resulting from federally funded research. The list
aligns well with emerging standards for data repositories. On behalf of UAF, I ask OSTP to
consider the following additions.

Quality Assurance: a designated administrator oversees the deposit of data (including metadata)
to ensure that it meets FAIR standards

Supervision of Use: a designated administrator oversees the use of human data

Assistance and Training: the repository should provide assistance and training for all aspects of
sharing and using data

Intellectual Property: data is made available under an open license, analogous to Creative
Commons Licenses or the GNU General Public License, which specifies the terms of use and
requires that a proper citation/attribution and the license visibly accompany all products resulting
from use of the data

Of course, data repositories come with costs and it is important that federal funding agencies are
prepared to help with both the direct and indirect costs of establishing and maintaining them.
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Comments submitted online to: OpenScience@ostp.eop.gov

Sean C. Bonyun,

Chief of Staff

Office of Science and Technology Policy
Executive Office of the President
Eisenhower Executive Office Building
1650 Pennsylvania Avenue
Washington, DC 20504

RE: Request for Public Comment on Draft Desirable Characteristics of
Repositories for Managing and Sharing Data Resulting from Federally
Funded Research (85 Federal Register 3085)

Dear Mr. Bonyun:

Public Responsibility in Medicine and Research (PRIM&R) appreciates
the opportunity to comment on the Office of Science and Technology
Policy's Request for Public Comment on Draft Desirable Characteristics
of Repositories for Managing and Sharing Data Resulting from
Federally Funded Research, published January 17, 2020.

PRIM&R is a nonprofit organization dedicated to advancing the highest
ethical standards in the conduct of research. Since 1974, PRIM&R has
served as a professional home and trusted thought leader for the
research protections community, including members and staff of
human research protection programs and institutional review boards
(IRBs), investigators, and their institutions. Through educational
programming, professional development opportunities, and public
policy initiatives, PRIM&R seeks to ensure that all stakeholders in the
research enterprise understand the central importance of ethics to the
advancement of science.

PRIM&R endorses the White House Office of Science and Technology
Policy's (OSTP) efforts to improve the consistency of guidelines that
federal R&D-funding agencies provide to their grantees and other
stakeholders about best practices in long-term storage of data from
federally funded research. We especially appreciate the current step of
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developing a proposed, common set of desirable characteristics of data repositories that
agencies can use to support their current Public Access and data sharing efforts. As the
request for public comment notes, this kind of forward thinking has the potential not only
to improve government-operated repositories, but also to lead to better and more
consistent practices across repositories run by non-governmental entities.

PRIM&R has long believed that harmonization of federal policies around research can be an
important and effective means of supporting the conduct of responsible research, as long as
it does not negatively affect the interests and welfare of research subjects. Harmonization
can reduce policy redundancies that do little to add to research oversight and drain limited
research resources, and can foster the consistent adoption of best practices. Harmonization
of policies is clearly desirable in the data sharing and management space.

In 2018, we submitted comments in response to the National Institutes of Health (NIH)'’s
RFI on Proposed Provisions for a Draft Data Management and Sharing Policy for NIH
Funded or Supported Research,! in which we expressed concerns about the proliferation of
data repositories that follow a variety of rules and procedures. We pointed out that this has
the potential to weaken the overall value of the data sharing enterprise. More recently, in
January 2020, we submitted comments to the NIH on their Draft Policy for Data
Management and Sharing,2 in which we requested the NIH itself play a role in vetting
grantees' proposed data repositories and sharing platforms to ensure they support the
secure and ethical sharing of data.

The OSTP's proposed recommendations on repository governance issues are a welcome
step in the right direction in terms of promoting harmonization of policies that both reduce
burden and enhance responsible research. To that end, we hope the final document will
include a strong recommendation that the Subcommittee on Open Science member
agencies put language in their grants and contracts explicitly requesting adherence to this
common set of desirable characteristics in data repositories. Such a move will amplify the
benefits of harmonization, and, likely, the utility of the data sharing enterprise.

PRIM&R also appreciates that the draft acknowledges that there are important additional
human subject protections considerations when the data repository involves human data,
and that these considerations are relevant even if that data is deidentified. To that end, we
support the draft’s general language on privacy, but urge that as the OSTP further develops
its common set of characteristics and considerations, or provides further guidance in this
area, it include language about the need for repositories themselves to have in place
mechanisms for preventing or discouraging reidentification of deidentified data, in
addition to enforcing submitters’ data use restrictions. PRIM&R has publicly commented on

1 Response to the National Institutes of Health’s RFI on Proposed Provisions for a Draft Data Management
and Sharing Policy for NIH Funded or Supported Research. (2018). Public Responsibility in Medicine and
Research (PRIM&R).

Z Response to the National Institutes of Health's Draft NIH Policy for Data Management and Sharing and
Supplement Draft Guidance. (2020). Public Responsibility in Medicine and Research (PRIM&R).
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reidentification issues extensively and we would happy to serve as a resource on this
important topic if that is of interest.

PRIM&R for the most part endorses the OSTP's current list of “Desirable Characteristics of
Repositories for Managing and Sharing Data Resulting from Federally Funded or Supported
Research" as appropriately comprehensive and flexible. Below we offer a few additional
considerations we think might improve the two sets of desirable characteristics outlined in
the draft:

Desirable Characteristics for All Data Repositories:

e We strongly urge the OSTP to add to the list of desirable characteristics that data
repositories have a mechanism for ensuring credit for data generators. Giving those
who generate data credit for their contributions to the scientific enterprise will
incentivize researchers to share their data in the spirit of open science. We direct
the OSTP to recently released expert recommendations on how data repositories
can play a role in ensuring data generators receive credit for making their data
available for future reuse.3

Additional Considerations for Repositories Storing Human Data (Even if De-Identified):

e We agree there should be "plans for addressing violations of terms-of-use by users
and data mismanagement by the repository." These plans should construe “terms-
of-use” as broadly as possible and explicitly include research service agreements.
We would like to also note the government as a whole needs to reconsider what
penalties should be levied if research subjects' rights are violated during the course
of data sharing. It also needs to assess how to determine who should be held
responsible for such violations. We believe limiting penalties to just a rescission of
funding is likely to be insufficient and an inadequate deterrent to future bad actors.

e We believe the “Fidelity to Consent” consideration as written is likely to be
inadequate as a guide for repository developers or those who are evaluating data
management plans. We agree that researchers have an obligation to use data in a
manner consistent with original consent, as a matter of respect for persons, and
data repositories, as gatekeepers for such uses, should do their part to limit dataset
access to uses consistent with consent. To that end, we urge OSTP to make clear that
repositories that store human data have a responsibility to establish mechanisms
for attaching permissions granted in the original consent, as machine-readable
metadata, to the data itself.

Furthermore, we note that ensuring that future uses of data are consistent with
consent may not always be straightforward. It is not clear what it means to be
faithful to consent when, for example, (1) the original consent was silent regarding

3 Credit Data Generators for Data Reuse, Pierce, H., Dev, A., Statham, E., & Bierer, B. (2019). Nature.
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whether and in what ways data would be shared or used in the future, or (2) the
original consent promised that the data that is stored and shared would remain
deidentified, when today’s technologies and methodologies, including the
aggregation of data sets, make permanent deidentification impossible. Given these
complexities, we suggest future policies on this important topic provide additional
guidance, perhaps including examples, about what fidelity to consent means or
entails in these sorts of circumstances.

Thank you again for the opportunity to comment and for the OSTP's work on this
important issue. We hope our comments on the current draft will be useful in your next
stage of policymaking in this area. PRIM&R stands ready to provide any further assistance
or input that might be useful. Please feel free to contact me at 617.303.1872 or
ehurley@primr.org.

Respectfully submitted,

A £ Hany,—

Elisa A. Hurley, PhD
Executive Director

cc: PRIM&R Public Policy Committee, PRIM&R Board of Directors
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Date: March 2 2020

Lisa Nichols, Ph.D.

Assistant Director for Academic Engagement
Office of Science and Technology Policy
Executive Office of the President

(202) 881-9943
Lisa.M.Nichols@ostp.eop.gov

Submitted online to: OpenScience(@ostp.eop.gov

Dear Dr. Nichols,

Arizona State University appreciates the opportunity to respond to Request for Comment (RFC) 85 FR
3085 seeking comments on the Draft Desirable Characteristics of Repositories for Managing and
Sharing Data Resulting from Federally Funded Research. We are pleased to submit these comments for
your consideration.

Sincerely,

Philip Tarrant

Research Data Management Officer
Arizona State University, Tempe, AZ 85281
(480) 727-7860

philip.tarrant@asu.edu

1. DESIRABLE CHARACTERISTICS FOR ALL DATA REPOSITORIES

A. Persistent Unique Identifiers: Assigns datasets a citable, persistent unique identifier (PUID), such
as a digital object identifier (DOI) or accession number, to support data discovery, reporting (e.g., of
research progress), and research assessment (e.g., identifying the outputs of Federally funded research).
The PUID points to a persistent landing page that remains accessible even if the dataset is de-
accessioned or no longer available.

ASU supports this position and has no additional comments.

B. Long-term sustainability: Has a long-term plan for managing data, including guaranteeing long-
term integrity, authenticity, and availability of datasets; building on a stable technical infrastructure and
funding plans; has contingency plans to ensure data are available and maintained during and after
unforeseen events.

ASU supports this position and has no additional comments.
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C. Metadata: Ensures datasets are accompanied by metadata sufficient to enable discovery, reuse, and
citation of datasets, using a schema that is standard to the community the repository serves.

ASU Comment: While we commend the goal of many data repositories to reduce the metadata load on
researchers submitting data, the reality is that a stellar dataset without adequate metadata may be
unusable by researchers not involved in the original research. Therefore, we recommend that the
language of any policy should clearly define what “sufficient” means. For example, a data table
containing growth data collected on 5/12/2016 may be interpreted differently (December 5™ or May
12"} depending on the consumer’s location unless the date format MM/DD/YYYYY is included in the
metadata. Currently, this granularity of metadata is rarely expected for datasets submitted to many
repositories.

D. Curation & Quality Assurance: Provides, or has a mechanism for others to provide, expert curation
and quality assurance to improve the accuracy and integrity of datasets and metadata.
ASU supports this position and has no additional comments.

E. Access: Provides broad, equitable, and maximally open access to datasets, as appropriate, consistent
with legal and ethical limits required to maintain privacy and confidentiality.

ASU Comment: The desire to provide open access with minimal restriction is understandable.
However, if we interpret open access to mean anonymous downloads then we lose the link between the
dataset and the consumer. At a minimum a dataset downloader should be encouraged to provide some
contact information. We are not suggesting that account creation be required, but a download form could
include a name and email address. At this point the repository should also request permission to follow
up later to seek a small amount of usage information. This contact information would enrich repository
metrics and could be used for communications. Retaining this link with the data consumer permits
several actions: 1) follow up to see if/how the data were used in the consumer’s research, 2) request
feedback regarding any quality issues noted with the data, and 3) follow up to remind the consumer of
their responsibilities with respect to citation of datasets in any publications.

F. Free & Easy to Access and Reuse: Makes datasets and their metadata accessible free of charge in a
timely manner after submission and with broadest possible terms of reuse or documented as being in the
public domain.

ASU Comment: Data re-use comes with responsibilities to interpret the data as intended and cite it
appropriately. Data repositories should encourage data consumers to properly consider the context of the
data they are re-using and ensure it is congruent with their usage. Recommended citation text should be
provided at point of download or within the dataset metadata.

G. Reuse: Enables tracking of data reuse (e.g., through assignment of adequate metadata and PUID).

ASU Comment: Metrics will be important for managing usage, quality, customer satisfaction and return
on investment, but only if the correct measurement data are collected. Retaining a complete transaction
record from submission to download to usage will be the only way to ensure the repository has end-to-
end metrics. Metadata and PUIDs alone will not ensure that datasets are tracked and correctly cited.
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Tracking where datasets go (see Section E comment) will provide a better opportunity for tracking their
re-use.

H. Secure: Provides documentation of meeting accepted criteria for security to prevent unauthorized
access or release of data, such as the criteria described in the International Standards Organization's ISO
27001 (https://www.iso.org/isoiec-27001-information-security.html) or the National Institute of
Standards and Technology's 800-53 controls (https://nvd.nist.gov/800-53).

ASU supports this position and has no additional comments.

I. Privacy: Provides documentation that administrative, technical, and physical safeguards are employed
in compliance with applicable privacy, risk management, and continuous monitoring requirements.
ASU supports this position and has no additional comments.

J. Common Format: Allows datasets and metadata to be downloaded, accessed, or exported from the
repository in a standards-compliant, and preferably non-proprietary, format.
ASU supports this position and has no additional comments.

K. Provenance: Maintains a detailed logfile of changes to datasets and metadata, including date and
user, beginning with creation/upload of the dataset, to ensure data integrity.
ASU supports this position and has no additional comments.

I1. ADDITIONAL CONSIDERATIONS FOR REPOSITORIES STORING HUMAN DATA
(EVEN IF DE-IDENTIFIED)

A. Fidelity to Consent: Restricts dataset access to appropriate uses consistent with original consent
(such as for use only within the context of research on a specific disease or condition).
ASU supports this position and has no additional comments.

B. Restricted Use Compliant: Enforces submitters' data use restrictions, such as preventing
reidentification or redistribution to unauthorized users.
ASU supports this position and has no additional comments.

C. Privacy: Implements and provides documentation of security techniques appropriate for human
subjects' data to protect from inappropriate access.
ASU supports this position and has no additional comments.

D. Plan for Breach: Has security measures that include a data breach response plan.
ASU supports this position and has no additional comments.

E. Download Control: Controls and audits access to and download of datasets.
ASU supports this position and has no additional comments.
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F. Clear Use Guidance: Provides accompanying documentation describing restrictions on dataset

access and use.
ASU supports this position and has no additional comments.

G. Retention Guidelines: Provides documentation on its guidelines for data retention.
ASU supports this position and has no additional comments.

H. Violations: Has plans for addressing violations of terms-of-use by users and data mismanagement by

the repository.
ASU supports this position and has no additional comments.

I. Request Review: Has an established data access review or oversight group responsible for reviewing

data use requests.
ASU supports this position and has no additional comments.




Comments on USA “Desirable Characteristics of Repositories for Managing and Sharing Data
Resulting From Federally Funded or Supported Research”

D Carlson

Senior Chief Editor (and co-founder)
Earth System Science Data journal

Overall, a useful if somewhat confused set of guidelines without practical impact. Without
enforcement via funding, and if trying to accommodate all possible variants and objections, the
thus-neutered recommendations will have nearly zero impact. Fundamentally, unless data
providers find easy, free and useful services, recommendations to data centers will prove
ineffective. In the USA for example, while NSF has for many decades encouraged university
researchers to NOT apply 2-year proprietary periods, until or unless funded researchers find
easy alternatives with clear benefits, researchers will always revert to known (protectionist)
patterns of behavior.

A. Persistent Identifiers - essential. Not possible to maintain data sharing or data tracking
without, e.g. DOI. Providers and data archive centers must adhere to full DOI requirements
for clarity, anonymity (e.g. a DOI should not include journal or institutional name although
most do), version control etc. DOI currently used as a convenient label to avoid serious
data archive responsibilities. Mandatory federal requirements for permanent data
identification as a condition of all funding could go a long way.

B. Long-term sustainability. Define ‘long-term’! At ESSD we suggest 10 years. Climate records
would require 50 years or longer? Related to permanent identifier issue above: if a data
center goes out of business (as happens too often for US-based data centers), data
protected by a DOI can move easily and transparently to a replacement data archive.

C. Metadata. Some communities develop and support elaborate useful schemes, other
communities have not a clue. Skill and capabilities inversely related to frequency of and
need for real-time exchange and access. Any requirements need to link to data distribution
patterns.

D. Curation and Quality Assurance. Although data centers like to claim this function, even very
specialized (e.g. serving a narrow discipline) data centers fail. Solution lies in data
publication where the journal itself works with multiple data centers and authors/data
provider will choose generalist vs. specialist vs. completely agnostic data archive services
based on easy of use, speed of service, registration requirements, etc. Quality derives from
peer review, not from data service. Curation capabilities need to compete for customers
based on ease and usefulness of services. Mandatory data repository requirements, e.g. to
date center formerly called NODC for most past oceanographic data, have largely failed.

E. Access. Remains the most pervasive, most persistent barrier to free and open exchange.
Providers often want to ‘protect’ their data for a variety of reasons. Data centers often hide
behind registration steps and user-ID tracking systems, ostensibly to meet funding
requirements. Without an independent third party - data journals, for example - to provide
initial access checks and access follow-up (as both ESSD and Nature’s Scientific Data
perform), authors and data centers will maintain limits and barriers forever.

F. Free and easy access and reuse. Not currently honored or tracked by most data centers.
Free perhaps, but with a serious list of conditions. Embargoes, proprietary exclusion
periods, share-alike license requirements. Unless some (again) third party entity
promulgates and enforces true free unrestricted access, data centers will protect as often
and as much as possible. Relates to licenses, data provider expectations, and data center
(and national and funding agency) policies.

G. Reuse - tracking of reuse as currently practiced in most cases violates user anonymity.
Data centers and tracking organizations, which could build much better tracking algorithms
based on permanent identifiers (as some have) continue instead to rely on user emails.
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When reuse serves as a qualifying metric for continued data center funding, as too often
happens, reuse tracking based on user information becomes accepted and expected cost
of ‘doing business’.

. Secure as described here “unauthorized access or release of data” violates every free open
access standard above. Free and open access to data means access sans authorization
and unrestricted release. Does not, can not and should not apply to any data except in the
case of pre-agreed confidential human data.

Privacy. Not relevant to most earth system science data. Too often offered as an excuse for
not developing truly-anonymous identification and use services while simultaneously
promoted (e.g. via EU GDPR) as a window-dressing solution to actual serious privacy
issues. Institutions often proclaim GDPR adherence will simultaneously requiring user ID for
product access. Essentially: give us your email address but we promise we will not share it
onward. How does that build trust?

Common format. Easy to request, almost impossible to implement. .csv but not Excel? R
codes but not MatLab libraries? netCDF provided useful services for a time period but now
big (TB) data sources present new challenges. Google Earth Engine or other competing
access services leave the old days of common formats far behind. The concept as written
does not reflect current reality nor keep up with present data trends.

Provenance - should rather form a subset of permanent identifiers? A DOI, for example, if
properly applied and adhered to, provides excellent version control. As the CDIAC example
(prominent data center at ORNL that closed) shows, a valid DOI can ensure provenance,
but not vice versa. For ‘living’ data (data updated on regular schedule) the issue becomes
one of simultaneous backward and forward compatibility/traceability. Links to all prior
versions should lead users seamlessly to current version, while current version should
provide adequate links to all prior versions? Provenance = abstract term without practical
application.
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This response to the White House Office of Science and Technology Policy’s “Request for Public
Comment on Draft Desirable Characteristics of Repositories for Managing and Sharing Data
Resulting From Federally Funded Research” is submitted on behalf of the Open Research Funders
Group. The Open Research Funders Group (ORFG) is a partnership of 16 philanthropic
organizations committed to the open sharing of research outputs. We believe this benefits
society by accelerating the pace of discovery, reducing information-sharing gaps, encouraging
innovation, and promoting reproducibility. The ORFG engages a range of stakeholders to develop
actionable principles and policies that promote greater dissemination, transparency, replicability,
and reuse of papers, data, and a range of other research types. Our current roster of member
organizations includes the Alfred P. Sloan Foundation, the American Heart Association, the
Arcadia Fund, the Bill & Melinda Gates Foundation, the Eric & Wendy Schmidt Fund for Strategic
Innovation, the Gordon and Betty Moore Foundation, Howard Hughes Medical Institute, the
James S. McDonnell Foundation, the John Templeton Foundation, Arnold Ventures, the Leona M.
and Harry B. Helmsley Charitable Trust, the Lumina Foundation, Open Society Foundations,
Templeton World Charity Foundation, the Robert Wood Johnson Foundation, and the Wellcome
Trust. Collectively, the ORFG members hold assets in excess of $100 billion, with total annual
giving in the $10 billion range. Members’ interests range the entirety of the disciplinary spectrum,
including life sciences, physical sciences, social sciences, and the humanities. This response has
been prepared by Greg Tananbaum, the chief administrator of the Open Research Funders
Group, in conjunction with representatives of the ORFG membership.

The Open Research Funders Group is supportive of the White House Office of Science and
Technology Policy’s commitment to advance open science and foster implementation of agency
Public Access Plans. Identifying best practices for the long-term preservation of data from
Federally funded research is a critical component of these efforts. The ORFG is pleased to provide
succinct input to the OSTP regarding desirable characteristics of data repositories. These
recommendations are drawn from both the direct experience of our members, many of whom
have open data policies for the research they fund, and our engagement with the broader
scientific community.

Federal grant recipients should, first and foremost, be expected to deposit their data in a data
environment that supports the FAIR data sharing principles - findable, accessible, interoperable,
and reusable. The FAIR principles are at the core of the open data and reproducibility movement.
Any repository housing Federally supported data should clearly and publicly articulate how it
conforms to the core components of FAIR:



Findable
- (Meta)data are assigned a globally unique and persistent identifier
- Data are described with rich metadata (defined by R1 below)
- Metadata clearly and explicitly include the identifier of the data they describe
- (Meta)data are registered or indexed in a searchable resource

Accessible
- (Meta)data are retrievable by their identifier using a standardized communications
protocol
- The protocol is open, free, and universally implementable
- The protocol allows for an authentication and authorization procedure, where
necessary
- Metadata are accessible, even when the data are no longer available

Interoperable
- (Meta)data use a formal, accessible, shared, and broadly applicable language for
knowledge representation
- (Meta)data use vocabularies that follow FAIR principles
- (Meta)data include qualified references to other (meta)data

Reusable
- (Meta)data are richly described with a plurality of accurate and relevant attributes
- (Meta)data are released with a clear and accessible data usage license
- (Meta)data are associated with detailed provenance
- (Meta)data meet domain-relevant community standards

Given the wide range of projects funded by Federal agencies, no single repository will be
universally applicable to house all funded datasets. Instead, the ORFG recommends that Federal
agencies should provide grant recipients with a degree of latitude in selecting the most
appropriate repository to house their research data. In order for Federally funded research to
reach their widest audience and have their deepest impact, these data should be deposited in
repositories with clear and explicit guidance along the following dimensions, over and above the
FAIR components articulated above:

® Re-Use. The repository must allow any interested party to freely access the data without
restriction on research reuse, using a CCO or similar license. This should be codified in the
repository’s terms of service.



® Security. The repository must describe how datasets are stored and protected from
vulnerabilities such as credentials theft or hacking. For any data that require gatekeeping
on human subject protection or similar grounds, the repository must describe how this
information is accessed and protected.

e Stability. The repository must have a clearly articulated funding mechanism or business
plan to provide reasonable assurances that the data will be available for the indefinite
future. It should also have a continuity plan addressing what will happen to the data in
the event the repository is discontinued.

o Fee Structure. Any costs associated with data deposit and data maintenance must be
clearly articulated. This includes details about whether fees are one-time or recurring, as
well as how the size of the dataset may impact the cost. The repository must make these
costs structures publicly available without restriction.

e Subject Focus. There are hundreds of domain-specific repositories in operation at this
writing. In general, grant recipients should be encouraged to deposit their data in a
repository that is appropriate for the subject matter in question. Further, if a repository
consistent with the considerations articulated in this document has emerged within a
specific research community as the default resource in that field (e.g., GenBank for DNA
sequences), grant recipients should, as a general rule, be encouraged utilize that
repository. This optimizes the ability of others to discover and build upon the data.

e Metadata. The repository must require a depositor to provide sufficient metadata
provided to enable the dataset to be used by others. These metadata should be
searchable so that repository visitors can easily discover appropriate datasets.

e File Formats. The repository should be able to accommodate all aspects of the grant
recipients’ dataset, regardless of file type and size.

e Machine Extraction. The data stored in the repository should be available in a machine-
readable and machine-interpretable format, preferably via APl (Application Programming
Interface). This will encourage text and data mining, meta-analysis, and information
extraction, and additional knowledge discovery.

The Open Research Funders Group appreciates the opportunity to comment on this project, and
we are eager to assist in its eventual rollout.



Comment on the Draft Desirable Characteristics of Repositories to Consider for Managing and
Sharing Data Resulting from Federally Funded or Supported Research

From: Ben Heavner,

Affiliations: Member of the TOPMed Data Coordinating Center, University of Washington
Department of Biostatistics

Primary Scientific Disciplines: Life Sciences

Role: Researcher, Data Coordinator

Comments:
| am offering these comments on behalf or the members of the TOPMed Data Coordinating
Center.

With regard to Section | of the Draft Desirable Characteristics of Repositories to Consider for
Managing and Sharing Data Resulting from Federally Funded or Supported Research, we
suggest that an additional desirable characteristic should be added addressing the desirability of
tools to facilitate data deposition in any repository. Such tools could include software APls,
documentation, standardized submittal methods or portals, or other tools aimed to make it
easier to submit data to a repository.

With regard to Section Il of the Draft Desirable Characteristics of Repositories to Consider for
Managing and Sharing Data Resulting from Federally Funded or Supported Research, we note
that the “Fidelity to Consent” guidance of “consistent with original consent” is insufficient since
research participants may update their consent. Therefore, it would be desirable for a repository
to have capabilities for data providers to revise consent (and the associated dataset access
controls).



Comment on Draft Desirable Characteristics of Repositories for Managing and Sharing Data
Resulting from Federally Funded Research

Scout Calvert and Shawn Nicholson
MSU Libraries

Preliminary

The Background section appropriately describes the current research data repository context. It
is helpful that this set of characteristics is delimited; this allows for a variety of worthy solutions
to be developed and tested. It references key developments in research data sharing, including
community developed standards (FAIR principles). It anticipates that periodic change may be
needed. My feedback here is that this is a quickly developing area that may be energized by the
identification of desirable characteristics, so it would be helpful to plan for the first review and
update in the relatively near future (five years maximum).

I. Desirable Characteristics for All Data Repositories
A. Persistent Unique Identifiers:

This is essential. The suggestion for a landing page is very helpful and easy to
implement; it should be standard. I'd add, that forward-looking repositories will
implement unique identifier systems for researchers (e.g., ORCID), organizations (e.g.,
https://ror.org/), and data types (e.g., http://www.typeregistry.org/registrar/#). These
may count as reasonable and achievable “desirable characteristics for all data
repositories” by the time these characteristics are implemented.

B. Long-term sustainability:

This is admirable and desirable, but should be bounded for now with anticipation of
further developments in the automated management of data that will make
sustainability more consistently achievable. Perhaps for this category, and others,
transparency of the plan (availability for review) will be a necessary component for long-
term sustainability. A couple questions confound implementing this characteristic:

What is meant by long-term? This varies by discipline and data type. Perhaps this can be
handled by a data repository declaring its definition of “long-term” for its disciplinary
context. Ten years is probably a good minimum for most kinds of data; some
repositories (e.g., social sciences data, ecological data) can be expected to plan for a
much longer sustainability horizon.

What is meant by integrity? Authenticity and availability of datasets can be achieved via
machine processes. Integrity is more difficult, depending on the definition. If this means
bit-level integrity and checksum processes, that’s a reasonable standard. But some data
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requires forward migration or export from proprietary formats to maintain long-term
integrity. Datasets that live in a custom database may be difficult to sustain. One way a
repository might handle this is to not accept data in proprietary formats or in databases,
which would jeopardize those data.

A contingency plan should include a succession plan: a named, trustworthy organization
that has agreed to accept the data should the repository be decommissioned.

C. Metadata:

| would include more metadata than this: metadata about the repository, researchers
and their affiliations (see under item A), provenance, as well as any metadata
automatically generated at ingest that can assist the dataset in being discoverable and
usable by machines.

D. Curation & Quality Assurance:

This is a genuinely sticky requirement. It is desirable and possible, but represents
potentially very high labor costs. If a repository provides such a mechanism (such as
external review or curation), but the mechanism is not required for use of the
repository, that could help mitigate those costs (but would get around the spirit of the
guideline). Such a mechanism could potentially allow or encourage other ways of
providing peer review and curation of datasets, providing that other efforts at treating
data as a first class research object (primarily incentive structures) continue to build
support.

If, in the future, repository infrastructure is developed that allows machine review of
heterogeneous datasets in the repository, that could assist in curation and quality
assurance, but until then, this could be a cost-prohibitive proposition for repositories
that could block their development.

E. Access:

This is desirable and achievable. Major general repositories (e.g., Dataverse, Zenodo)
already provide open access to datasets with clear licensing regimes. Privacy and
confidentiality are more challenging, and presently rely on the good intentions of the
uploader, with expectations varying across disciplines and national contexts. Perhaps
some computational review of datasets (as suggested for curation and quality
assurance) as part of ingest could detect information likely to be identifying, but so far
as | know this is not implemented anywhere. One straightforward solution would be to
ensure the development of one or more repositories that specialize in light touch
curation of human subjects datasets; reducing labor costs would reduce the cost of use
and decrease the temptation to upload poorly de-identified data to a free general
repository. If machine actionable DMPs continue their development trajectory, IRB



could trigger the selection of an appropriate repository with the expertise and
affordances to handle this data.

F. Free & Easy to Access and Reuse:

Desirable to an extent, and many examples of this exist. It depends on what “broadest
possible” implies. Some data may not be ethically sharable with a “public domain”
designation; researchers may feel uncomfortable sharing their data for commercial
purposes. Perhaps some nuance about how a repository can provide and support a
variety of “open” licenses to encourage sharing and reuse, not just public domain.

G. Reuse:

Common repository frameworks already enable this and the collection of associated
metrics. This should be encouraged at every opportunity, and processes for more
reliable tracking data reuse should continue to be developed.

H. Secure:

Adherence to security criteria is desirable. | don’t know enough about either of these
standards to know if they are the right ones for a typical data repository. There should
be a security protocol, but it’s not likely to be one size fits all. A standard for climate
science (which may be targeted purposefully and maliciously) and human subjects data
might not be the right standard for other disciplines or data types and could discourage
repository development.

If a specific standard is adopted, | would encourage consultation with the repository
community before specifying.

I. Privacy:

This is reasonable. Is the expectation that this should be available on the website of the
repository for inspection by potential depositors? How will a typical depositor be able to
assess whether these are the right safeguards? Or will this be left for specific funding
agencies to determine?

J. Common Format:

This is desirable but difficult to achieve without researcher participation or additional
labor costs. At some point, this may become common computationally, through
curation-at-rest processes. It is desirable for repositories to encourage non-proprietary
formats but mandating them may mean some data are never deposited.

K. Provenance:



This is desirable and automatable. Perhaps extremely large, continuously changing
datasets could present a problem, depending on the granularity required in the logfile.

Il. Additional Considerations for Repositories Storing Human Data (Even if De-ldentified)

A. Fidelity to Consent:
This is desirable and will require an additional layer of human labor. Perhaps in the
future some aspects can be automated through credentialing, though that displaces the
labor to other places in the hopes of reducing error and labor costs down the road. But
this is not an onerous recommendation for repositories charged with storing human
subjects data. Making such repositories common and affordable will increase
compliance and reduce the temptation to improperly store and share human data.

B. Restricted Use Compliant:
| am not sure how this can be consistently implemented. Perhaps through analysis-in-
place or only accepting data that doesn’t have these parameters. Data use agreements
can aid in this, but it’s unclear if they have genuine power to “enforce” or “prevent.”

C. Privacy:

Desirable. However, for human subjects data with identifiers, additional specifications
may be necessary.

D. Plan for Breach:

E. Download Control:

F. Clear Use Guidance:
G. Retention Guidelines:

All desirable and achievable, and in some cases necessary.

H. Violations: Has plans for addressing violations of terms-of-use by users and data
mismanagement by the repository.

The first | understand; the second sounds very much like conflict of interest.

I. Request Review: Has an established data access review or oversight group responsible for
reviewing data use requests.

Desirable, achievable, and necessary.

Additional considerations.



The absence of “succession plan” under Long-term sustainability is a major omission. This is a
desirable characteristic that should include some description of what would count.

With specifications and solutions for machine-actional DMPs in development, it would be
helpful to anticipate desirable characteristics for repositories that would allow them to be part
of maDMP implementation. This is partly a problem of metadata and persistent identifiers
described above (ORCID, https://ror.org/, http://www.typeregistry.org/registrar/#) and partly a
problem of APIs, which aren’t mentioned. Perhaps a desirable characteristic of all data
repositories is to have a general expressed intention to work toward FAIR data principles and
toward machine-actionable repository features.

Unique data types. These desirable characteristics appear to leave enough leeway to
accommodate unique datasets.

It would also be helpful if this provided some clarity on both the term “archive” and the term
“data repository.” By “archive” researchers often mean some place to put data that they are no
longer using in order that it should be able to be consulted in case of any questions about the
research, or data that they are obligated to keep even though it has no research value to them.
Data archivists mean almost exactly the opposite: data that is so valuable and irreplaceable that
it must be carefully curated, described, forward migrated, preserved, and protected, even given
the substantial costs of curation (e.g., NACID). Repository may be used by researchers to mean
a place just to store data where sharing is incidental (e.g., a department server). For data
stewards, a repository is where to put data to ensure it is available for sharing that is as
frictionless as possible given the data itself and other constraints, and where it can be counted
on to be available for referencing in the future, for some undefined though not necessarily
extremely long period.

There’s a lot of mileage to be had out of simple transparency. The information these
characteristics describe should be available on repository websites to enable and encourage
researchers to make informed choices about repositories.


https://ror.org/
http://www.typeregistry.org/registrar/

COAR / SPARC Response to the OSTP Draft Desirable

Characteristics of Repositories Managing Data

March 3, 2020

COAR and SPARC thank OSTP for the opportunlty to prowde feedback to the ReguestiQL&m[Lo

BeeuﬂngmmMetaﬂ%EundedBeseamh Good data management is crltlcal for ensuring

validation, transparency of research findings, as well as to maximize impact and value of publicly-
funded research through data reuse.

Repositories provide crucial services that manage and provide access to data, articles, and a wide
array of other types of scholarly content and are essential community tools for good data
management. As we seek to expand national and international capacities to support research data
management, we need to make sure that repositories are using best practices for managing data,
while at the same time ensuring that requirements are not so overly onerous that they result in
excluding a large number of repositories.

Our general comments related to the current draft characteristics are as follows:

In general, we agree with many of the proposed characteristics, but suggest that they be
reorganized in order to distinguish between (1) the objectives of the policy (access,
integrity, etc.) followed by (2) the specific practices (metadata, licenses, etc.) that support
each objective. In addition, it would be useful if the policy could include a core set of the
most essential characteristics, while also pointing to desirable characteristics, that could
assist repositories in improving their practices over time.

In order to support the international nature of research, it is important to ensure that data
are interoperable across jurisdictions. We strongly encourage the OSTP to align policy
requirements where possible with other countries and regions.

The current repository landscape includes both domain and general purpose repositories.
An implicit assumption in the current OSTP draft seems to be that all data repositories are
domain repositories. General repositories (most often managed by university libraries) play
a critical role by providing sustainable and long lived services for data management for
those researchers who do not have access to an appropriate domain repository, and we
would encourage OSTP to explicitly support both types of repositories.

In some cases, the characteristics proposed in the draft would fall under the responsibility
of the data creators/providers (access and reuse rights, data format), making it difficult, if
not impossible, for repositories to enforce these in the context of the repository.

And finally, because this is a rapidly evolving landscape, and technology and standards for
data management will surely change over time, it will be important for OSTP to review and
update these characteristics regularly. Providing guidance on an update schedule and
process would be useful.


https://www.federalregister.gov/documents/2020/01/17/2020-00689/request-for-public-comment-on-draft-desirable-characteristics-of-repositories-for-managing-and
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With these comments in mind, we propose the following framework for the most essential
characteristics of data repositories. Our proposal is based on input from the repository community
in the US and elsewhere, and with consideration to the current recommended characteristics
outlined in a number of other contexts: Data Citation Roadmap for scholarly data repositories, Core
Trust Seal, FAIR data principles, PLOS “Criteria that Matter”, TRUST, and COAR Next Generation
Repositories Technologies.

We have not included “highly desirable” or “nice to have” criteria in this submission. However,
COAR is in the process of developing an internationally-vetted assessment framework for
repositories with several levels of compliance in the coming months and would be happy to share
this with OSTP once it is developed.

Following the framework, we also provide specific comments related to the current draft
characteristics published by OSTP.

About COAR and SPARC

COAR is an international association with over 150 members and partners from around the world
representing libraries, universities, research institutions, government funders and others. COAR
brings together individual repositories and repository networks in order to build capacity, align
policies and practices, and act as a global voice for the repository community.

SPARC is a coalition of 240+ libraries in the U.S. and Canada that works to enable the open
sharing of research outputs and educational materials in order to democratize access to
knowledge, accelerate discovery, and increase the return on our investment in research and
education.

For more information, please contact:

Kathleen Shearer, Executive Director, COAR: kathleen.shearer@coar-repositories.org
Heather Joseph, Executive Director, SPARC: heather@sparcopen.org
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Essential Characteristics for Repositories Managing Research Data Framework

Objective Essential Characteristics
Discoverability of data e High quality metadata (discipline-based or general metadata
schema, e.g. Datacite or Dublin Core metadata) with an OAI-PMH
feed

e Repository has well documented APIs

e Repository assigns a citable, persistent unique and universal
identifier (PUID) that points to the landing page of the dataset:
(even in cases where data is no longer available or data is not
available for security purposes)

Equitable, free and e There is no cost to the user for accessing data once it is published

ongoing access to

data e Repository ensures ongoing access to data for a publicly stated
time frame

e Repository has a contingency plan to ensure data are available
and maintained during and after unforeseen events

Reuse of data e Repository supports the use of machine readable licenses (e.g.
Creative Commons Licenses)

e Repository provides citable PUIDs2

Data integrity and e Repository provides information about data provider(s) including
authenticity contact information of the person(s) responsible for the data

e Repository provides a record of all changes to metadata and data
in the repository

e Repository provides documentation of its practices that prevent
unauthorized access/manipulation of data

Quality assurance e Repository undertakes basic curation of metadata and datas

e Repository provides documentation about what curation processes
are applied to the data and metadata

I Many existing repositories use Handles as persistent identifiers, so these should be admissible.

2 A citable PUID would involve the persistent identifier expressed as an URL resolving to a landing page
specific for that dataset, and that landing page must contain machine readable metadata describing the
dataset. We recommend the use of signposting protocol to support this.

3 As defined by the CORE Seal of Approval, basic level of curation involves brief checking and addition of
basic metadata or documentation where needed.

3
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Privacy of sensitive
data (e.g. human
subjects, etc.)

In cases where the repository is collecting sensitive research data,
the repository provides tiered access based on the different levels
of security requirements of data

In cases where the repository is collecting sensitive research data,
the repository has mechanisms that allow data owners to limit
access to authorized users only

Sustainability and
preservation

Repository (or organization that manages repository) has a long
term plan for managing and funding the data repository

Repository has a public data retention policy that defines the
duration of time the data will be preserved and documentation
about preservation practices

Other

Repository has a contact point or helpdesk to assist data
depositors and data users

Repository provides documentation about the scope of data
accepted into the repository




I. Desirable Characteristics for All Data Repositories

Our specific responses/comments to each element are provided in the blue text below.

A. Persistent Unique Identifiers: Assigns datasets a citable, persistent unique identifier (PUID),
such as a digital object identifier (DOI) or accession number, to support data discovery, reporting
(e.g., of research progress), and research assessment (e.g., identifying the outputs of Federally
funded research). The PUID points to a persistent landing page that remains accessible even if the
dataset is de-accessioned or no longer available.

We agree with this requirement, which should be agnostic in terms of type of PUID used.

B. Long-term sustainability: Has a long-term plan for managing data, including guaranteeing
long-term integrity, authenticity, and availability of datasets; building on a stable technical
infrastructure and funding plans; has contingency plans to ensure data are available and
maintained during and after unforeseen events.

This section is currently a mix of requirements, (preservation practices, sustainability of operations,
emergency planning). We suggest these be disambiguated into two objectives: (1) sustainability
and preservation, and (2) ongoing access.

C. Metadata: Ensures datasets are accompanied by metadata sufficient to enable discovery,
reuse, and citation of datasets, using a schema that is standard to the community the repository
serves.

We agree that quality and comprehensive metadata is required to support a number of objectives
(discovery, citation, reuse, and preservation). Metadata requirements may be different for each of
these objectives, and it would be valuable to outline the distinct requirements for each objective. In
addition, while some domains already have well developed standards for metadata, others do not.
Therefore, we suggest a reference to general purpose metadata standards is also acceptable (e.g.
DataCite Metadata Schema or Dublin Core)

D. Curation & Quality Assurance: Provides, or has a mechanism for others to provide, expert
curation and quality assurance to improve the accuracy and integrity of datasets and metadata.

We agree that a basic level of curation for both metadata and data should be a requirement, but
more extensive curation to data will often need to be undertaken by the data creators and/or data
curator(s). We suggest a requirement of basic curation at the repository, and a recommendation for
the repository to support more extensive data curation by the creators and/or curators.

E. Access: Provides broad, equitable, and maximally open access to datasets, as appropriate,
consistent with legal and ethical limits required to maintain privacy and confidentiality.

This is an objective; we suggest that you update this to include specific requirements related to this
including open free access, continuous availability, and open APIs.

F. Free & Easy to Access and Reuse: Makes datasets and their metadata accessible free of
charge in a timely manner after submission and with broadest possible terms of reuse or
documented as being in the public domain.
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There may be cases when researchers wish to deposit and share their data within the research
team, and some repositories can support this requirement. Therefore, we suggest this is reworded
to, “There is no cost for the user to access the data once it is published.”

G. Reuse: Enables tracking of data reuse (e.g., through assignment of adequate metadata and
PUID).

There are three main requirements needed to support reuse: citation metadata, permanent unique
identifiers, and the use of machine readable, standardized licenses. We suggest that you include
all of these as requirements to support data reuse.

H. Secure: Provides documentation of meeting accepted criteria for security to prevent
unauthorized access or release of data, such as the criteria described in the International
Standards Organization's ISO 27001 (https./www.iso.org/isoiec-27001-information-security.html)
or the National Institute of Standards and Technology's 800-53 controls (https./nvd.nist.gov/800-
53).-

This issue is really related to data integrity, as non-sensitive data will be freely accessible. We
suggest that this is reworded as follows, “Repository provides documentation of its practices that
prevent unauthorized access/manipulation of data”. In addition, there are several other
requirements needed for data integrity: documentation of provenance, and versioning/changes to
data. We suggest you also list these elements.

I. Privacy: Provides documentation that administrative, technical, and physical safeguards are
employed in compliance with applicable privacy, risk management, and continuous monitoring
requirements.

There are repositories that collect exclusively data that will be made openly available. This
requirement should be clarified, “In cases where the repository is collecting sensitive data, it will
provide documentation related to the safeguards in place to protect data from access breaches.”

J. Common Format: Allows datasets and metadata to be downloaded, accessed, or exported
from the repository in a standards-compliant, and preferably non-proprietary, format.

Although repositories can recommend formats, it is the data creators that determine the format of
the data they collect. We suggest that this is a responsibility of the researchers and data creators
and that this should be a requirement included in a data management plan.

K. Provenance: Maintains a detailed lodfile of changes to datasets and metadata, including date
and user, beginning with creation/upload of the dataset, to ensure data integrity.

Provenance of data is important for data integrity and assurance, and we agree that this is an
important requirement. However, we suggest the terminology be changed from “logfile” to “record”
of changes.

ll. Additional Considerations for Repositories Storing
Human Data (Even if De-ldentified)
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In terms of storing human data (or other sensitive data), it is the responsibility of the researcher to
ensure that access conditions reflect consent and ensure that human data is appropriately de-
identified. The role of the repository may be to support a variety of access levels (including
restricting access to authorized users) and adopt practices that ensure secure management of
data. It should be noted that not all repositories collect sensitive data.

Additionally, not all restricted/sensitive data need to be treated the same way by the repository,
and in some cases, it is important that they are not treated the same. Therefore, tiered access to
data is something that should be supported by repositories collecting sensitive data.

A. Fidelity to Consent: Restricts dataset access to appropriate uses consistent with original
consent (such as for use only within the context of research on a specific disease or condition).

B. Restricted Use Compliant: Enforces submitters' data use restrictions, such as preventing
reidentification or redistribution to unauthorized users.

C. Privacy: Implements and provides documentation of security techniques appropriate for human
subjects’ data to protect from inappropriate access.

D. Plan for Breach: Has security measures that include a data breach response plan.
E. Download Control: Controls and audits access to and download of datasets.

F. Clear Use Guidance: Provides accompanying documentation describing restrictions on dataset
access and use.

G. Retention Guidelines: Provides documentation on its guidelines for data retention.

H. Violations: Has plans for addressing violations of terms-of-use by users and data
mismanagement by the repository.

I. Request Review: Has an established data access review or oversight group responsible for
reviewing data use requests.




RFC Response: Desirable Repository Characteristics
ORCID as a Desirable Characteristic of Repositories

As a member of the persistent identifier (PID) community, ORCID strongly supports
characteristic 1A: Persistent Unique Identifiers. In order to optimize public access and realize
FAIR principles, we suggest expanding use of PIDs to include person identifiers, specifically:

e Minimally, metadata for each dataset include an open persistent unique person identifier
for the primary creator of the dataset.

e |deally, metadata should include open persistent unique person identifiers for all
contributors to the dataset.

Person identifiers enhance visibility of and access to datasets by enabling machine-readable
connections between datasets and researchers who contributed to their creation. This is
particularly valuable in a networked repository ecosystem, where a dataset may physically
reside in a location separate from a public web interface that provides access to it.

Person identifiers also play a role in operalizationizing FAIR data principles, particularly:

e |3: (Meta)data include qualified references to other (meta)data Person identifiers allow
establishing machine-readable connections between datasets whose metadata contain
the same person identifiers.

e R1.2: (Meta)data are associated with detailed provenance Person identifiers allow
authoritatively attributing datasets (or actions taken on datasets) to individuals,
regardless of name duplication, variation or change over time.

While several person identifier systems exist, we recommend a non-proprietary system such as
ORCID. A non-profit with a community of over 8 million users and 1,000 organizational
members (including 7 US government agencies), ORCID has become a de facto global
standard. The National Academies of Sciences, Engineering, and Medicine characterize ORCID
as an “enabling technology” in Open Science by Design: Realizing a Vision for 21st Century
Research. COAR includes ORCID in its Recommendations for Next Generation Repositories.
Finally, ORCID is an active participant in the repository community; ORCID recently convened a
task force of global leaders in the repository community, which published its Recommendations
for supporting ORCID in repositories in 2019.

Thank you for considering our feedback.
Contact: Liz Krznarich, Tech Lead, New Projects, ORCID e.krznarich@orcid.org
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Comments for Office of Science and Technology
Policy (OSTP)

Contributors:

Megan Potterbusch, George Washington University, Libraries and Information Science, Data
Services Librarian, email: mpotterbusch@gwu.edu

Ann Myatt James, George Washington University, Human Geography, Data Services Librarian,
email: ajames31@gwu.edu

We submit for consideration our comments, recommendations, and suggestions regarding the
draft set of desirable characteristics of data repositories used to locate, manage, share, and use
data resulting from Federally funded research [FR Doc. 2020-00689 Filed 1-16-20; 8:45am].
We’'ve organized our remarks in accordance with the sections numbered | and Il and
alphabetically listed subsections. Each of our comments are outlined as follows:

Section |

A. Would recommend a PUID landing page to also contain metadata.

B. This subsection suggests a lot of implied effort but without many specific details. For
example, we would suggest definitions be provided for terms like “integrity” and “stable
technical infrastructure” and what counts as an “unforeseen event”. We're also curious to
know if the concept of long-term sustainability would suggest the need for an emergency
preparedness strategy or if this is primarily a financially-oriented use of the term.

C. Does this requirement for metadata include mandatory inclusion of data

dictionaries/codebooks along-side data that are deposited? If so, this bares specifying.

This subsection looks great!

E. Consider including language in this subsection to ensure repositories are providing open
access to datasets in ways that respect cultural integrity or a similar concept. Ensuring
datasets and research are handled in culturally appropriate ways will be especially
important aspects for consideration in projects that have been created in collaboration
with native peoples and/or historically marginalized communities.

F. ltis unclear to us what the concept of “timely manner” means when processes of
curation is involved, access can be delayed.

G. lItis unclear to us what kind of tracking is being recommended in this guidance about
reuse. Would these recommendations include citations, downloads, bibliographies,
and/or all the above? Providing clarity on these points would be helpful.

H. Seems fine

o



K.

Seems very beneficial for researchers to have this privacy information easily accessible
and clearly outlined as this section recommends.

This subsection does not seem specific enough. Although it is clear that many metadata
standards would be acceptable, which makes sense, it is not clear to what degree they
should be standardized. For example must repositories structure metadata in a
standard metadata format such as Qualified Dublin Core as opposed to a locally
modified Dublin Core? Additionally, must the repositories require that certain data
formats be used by the depositors? Could the repositories rely on the honor system for
submitters or would the digital repositories need to have a system for screening the type
of data submitted?

Looks good

Section Il

Our primary concern with this section is that the language used is a bit too high level or
non-specific to be really practical for several of the user types mentioned in the previous
section.

A.

It is unclear to us how one would go about assessing fidelity to consent. Would it be
possible this process would be undertaken by a human, computer, or either? Would
suggest including some clarifying language to add clarity for those looking to implement
the final guidance.

It is unclear to us how digital repositories would be expected to enforce submitters’ data
use restrictions and what this should look like when this guidance is operationalized. Ww
would recommend adding clarifying language to this subsection.

. We appreciate that this subsection includes language that refers specifically to the type

of data that should be planned for by the repository.

It is unclear to us if the repository needs to have a general response plan or if the
response plan needs to meet some kind of criteria outlining or scaffolding an appropriate
or reasonable response. We would recommend additional, clarifying language be added
to provide easier to operationalize guidance.

Looks good

Looks good

It is unclear to us what type of documentation this guidance is referencing. For example,
is the guidance referring to documentation that outlines guidelines for data retention by
the digital repository (i.e. we will provide discoverability and access to this dataset for ten
years)? Or, is the documentation referenced in this section calling for guidelines for the
retention of data by the recipients of said data (i.e. we will destroy the data after 2 years
in accordance with our data use agreement)? Additional language in this section would
help to clarify this guidance.

. Itis unclear to us what is meant in this subsection as a reasonable plan. Will such a plan

include standards or guidance that will help the user navigate the system? Our concern
is that even if a plan exists that doesn’t make it a good and/or logical.
Looks good.



Request for Public Comment on Draft Desirable Characteristics of Repositories for
Managing and Sharing Data Resulting From Federally Funded Research
FR Doc. 2020-00689

Response from the RCSB Protein Data Bank

Filing Name: Stephen K. Burley
Filing Organization: RCSB Protein Data Bank
Date: March 5, 2020

The Protein Data Bank (PDB) was established by the scientific community in 1971 as the
18t open access digital data repository in biology and medicine. In its 49" year of
operations, the PDB is central to research and education in fundamental biology,
biomedicine, bioenergy, and bioengineering/biotechnology. The PDB data repository
currently houses >160,000 atomic level biomolecular structures determined by
crystallography, NMR spectroscopy, and 3D electron microscopy. It is managed by the
Worldwide Protein Data Bank partnership (wwPDB; wwpdb.org) according to the FAIR
principles of Findability, Accessibility, Interoperability, and Reusability.

Through an internet information portal and downloadable data archive, many millions of
researchers and educators freely access 3D structure data for large biological molecules
(protein, DNA, and RNA). These are the molecules of life, found in all organisms on the
planet. Knowing the 3D structure or shape of a biological macromolecule is essential for
understanding the role the molecule plays in health and disease of humans, animals, and
plants, food and energy production, and other topics of concern to global prosperity and
sustainability.

The RCSB PDB (RCSB.org) operates the US data center for PDB, serves as Archive
Keeper for the global PDB archive, and delivers PDB data at no charge to millions of Data
Consumers without limitations on usage. Studies of website usage, bibliometrics, and
economic benefits document the enormous impact of the PDB data on basic and applied
research, clinical medicine, education, and the United States economy.

Access to PDB data and services contribute to patent applications, US Food and Drug
Administration approvals of new medical entities, publication of scientific studies,
innovations that can lead to new product development and company formation, and
STEM education.
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RCSB PDB is funded by the National Science Foundation (DBI-1832184), the US
Department of Energy (DE-SC0019749), and the National Cancer Institute, National
Institute of Allergy and Infectious Diseases, and National Institute of General Medical
Sciences of the National Institutes of Health under grant RO1GM133198.

RCSB PDB appreciates the opportunity to provide comments in response to Draft
Desirable Characteristics of Repositories for Managing and Sharing Data Resulting From
Federally Funded Research (FR Doc. 2020-00689).

The RCSB PDB strongly supports the proposed characteristics listed under section “I.
Desirable Characteristics for All Data Repositories” and notes that they follow
previously published standards, including the 2016-11 Core Trustworthy Data
Repositories Requirements v01.00; and Wilkinson, M.D. et al. (2016) The FAIR Guiding
Principles for scientific data management and stewardship. Sci Data 3 (160018), 1-9; and
van der Aalst W.M.P. et al. (2017) Responsible Data Science. Business & Information
Systems Engineering 59, 311-3, and those discussed at the 2019 NIH Workshop on
Trustworthy Data Repositories for Biomedical Sciences (https://datascience.nih.gov/data-
ecosystem/trustworthy-data-repositories-workshop).

The proposed characteristics would be strengthened by inclusion a clear definition of
primary data repositories as “stores of experimental data and metadata produced
by researchers.” These data, the work product of federally funded or supported
research, need to be curated by domain experts and validated, preserved, and freely
distributed. A bright-line distinction should be made between these primary data
repositories and derived data resources (a.k.a. knowledgebases) that aggregate
information and results of value-added computations and analyses with primary
experimental data and metadata stored in the primary data resources.

In reviewing the proposed characteristics, the RCSB PDB found that they were all
valuable descriptions.

The RCSB PDB recommends that characteristics B. Long-term sustainability, D. Curation
& Quality Assurance, and F. Free & Easy to Access and Reuse be strengthened to ensure
robust and enduring public availability of federally-funded research data.

Most importantly, from the standpoint of the RCSB PDB, is inclusion of language that
makes federal research funders explicitly responsible for covering the costs of long-term
FAIR-compliant storage, maintenance, periodic remediation, and delivery of experimental
data and metadata produced by the researchers they fund (perhaps by mandating a
modest set aside of total research expenditures to ensure that the research data are made
freely available in perpetuity).

Page 2 of 3



The RCSB PDB also recommends inclusion of the following additional Characteristics:

Transparency: This would include detailed documentation and clear, public disclosure
of all characteristics listed in a way that clearly indicates how the overall goals of the data
repository are being met.

Community Engagement: It is essential that data repositories know their user
communities and meet their needs, and that appropriate oversight and expert advisory
review are utilized.

Technology: Data repositories must provide a technology platform capable of supporting
the secure, persistent, and reliable services enumerated in Sections | and Il.

Life-cycle Management: A robust and cost-effective data ecosystem depends critically
on anticipating community needs for new data repositories. Proactive mechanisms should
be put in place to establish new data repositories that reflect rapid evolution of the
experimental tools used by federally funded and supported researchers. By the same
token, mechanisms need to be put in place to periodically evaluate existing data
repositories and provide for orderly transition of those no longer required to meet user
needs.
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From: Ge Peng <gpeng@ncsu.edu>

Sent: Thursday, March 5, 2020 10:46 AM

To: Open Science <OpenScience@OSTP.eop.gov>

Cc: Ge Peng <gpeng@ncsu.edu>

Subject: [EXTERNAL] RFC Response: Desirable Repository Characteristics

Name: Ge Peng, PhD

Affiliation: North Carolina Institute for Climate Studies (NCICS), North Carolina State University (NCSU)
Primary scientific discipline: physical sciences

Role: researcher

The draft was nicely put together — it is timely and will be very useful.

Below are my comments in red for your consideration. Please feel free to contact me at
gpeng@ncsu.edu if you have any questions or need any additional information.

Hope it helps.
Best regards,

Ge Peng, PhD

Section I.

G. Reuse: Provides information about consent for reuse. A machine-understandable reuse license should
be included in the metadata, even if the federal research data by default are open, to maximize the
values of federal data. Enables tracking of data reuse (e.g., through assignment of adequate metadata
and PUID).

General Comments:
1) There is a redundancy among E, F, and G. Rewording may be helpful.
2) For transparency, reproducibility, and improved usability, it may be helpful to
require repositories to provide documentation on data processing steps and error sources,
preferable using a consistent template. Perhaps an item on Documentation after C.
Metadata, e.g.,
D. Documentation: Ensures datasets are accompanied by documentation sufficient to
enable use and transparency including data processing steps and error sources, preferably
using a consistent document template that is standard to the community the repository
serves.

Ge Peng, Ph.D.

Research Scholar
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March 4, 2020
Dear Dr. Droegemeier:

The American Physiological Society (APS) appreciates the opportunity to submit remarks in response to
the request for comments on draft desirable characteristics for repositories for managing and sharing data
resulting from federally funded research. As a publisher of 15 scientific journals, the society’s publications
policies’ already encourage authors to “make data that underlie the conclusions reported in the article
freely available via public repositories or available to readers upon request.”

As a general comment on the implementation of data deposition policies for federally-funded research,
the government should consider the costs and administrative burdens associated with data deposition and
should seek to harmonize requirements across federal agencies to the greatest extent possible.

With respect to the specific characteristics detailed in the federal register notice, APS offers the following
comments on selected provisions.

l. A.The use of Persistent Unique Identifiers (PUID) for data submissions is absolutely necessary
for locating deposited data. Only in rare instances should data become unavailable once it has
been deposited. As noted in (B.), long-term sustainability of data repositories is important and
each repository should have back-up plans to preserve and transfer data if there was a need to
shut down. Federal agencies will need to determine how to fund long-term data storage that
extends beyond the end of each award period and preferably for a much more extended period
of time.

C. Standard terminology should be used as much as possible to describe data sets. This should
include clear annotation, and definitions should be provided as needed. Important questions
about metadata include: What metadata will be required? To what extent will an accompanying
description of methods be required along with the data for the purposes of replicating
experimental results?

D. Curation and quality assurance are highly desirable for data repositories, but it is not clear
how this expertise will be provided. How will submitted data be evaluated for quality? Current
costs for data storage are sometimes significant depending on the volume of data, and the
addition of curation and quality assurance will add to those costs, which must be considered.
Where shared data has not undergone peer review in the context of publication, how will the
quality of the data be assessed? Will it be evaluated before, or after it is made public? As data
from all federally-funded projects begins to accumulate, the sheer volume of the data available
will limit the ability of the scientific community to examine and provide meaningful review via
informal crowdsourcing.



E, F. Repositories should be designed to provide ease of access both for scientists depositing
the data and for users accessing it.

G. Tracking data citation through the use of PUIDs is straightforward, but more details are
needed about how repositories might track data usage in order to understand how that would
be accomplished. Will users be required to create unique sign in profiles?

H. Repositories should be able to provide access to data in a manner that is automatically
consistent with any necessary restrictions on access and reuse such as intellectual property
concerns.

J. Research generates an enormous range of data types. Therefore, it will be difficult and
perhaps impossible to develop a common format for depositing data into databases. In some
cases, specialized software may be required to access and view the data - for example imaging
data from different sources. How to make the necessary software available and ensuring long-
term compatibility between the software and the data should be considered in the
development of repositories. A critical question is also what constitutes “data”. Many labs
generate thousands of individual data points or sets each day - do they all need an individual
PUID? Are they treated individually or as a data collective for each experiment or set of
experiments?

K. Repositories should maintain information about any changes made to data or metadata
deposited in them. In addition, they should have security measures in place to ensure that
information is not changed in an inappropriate or fraudulent manner after deposition.

As OSTP works to increase access to the results of federally-funded research, APS appreciates the
opportunity to provide input. We hope we will have the opportunity for continued conversations on these
complex and important topics.

Sincerely,

A

Meredith Hay, Ph.D.
President
American Physiological Society

Thttps://journals.physiology.org/author-info.data-repositories
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Submitter Information
Karen Stocks, Director, Geological Data Center of Scripps Institution of Oceanography
Primary scientific disciplines: Oceanography
Role: Data Facility Manager

I thank the OSTP for the opportunity to comment on the proposed Draft Desirable
Characteristics of Repositories for Managing and Sharing Data Resulting from Federally Funded
Research.

1. Proposed use and application of the desirable characteristics

The overall goal of supporting open science in general, and the OSTP memorandum on
“Increasing Access to the Results of Federally Funded Scientific Research” in particular, is
important, timely and worthwhile. In addition, providing consistent guidance across agencies
on the characteristics desired in data repositories is useful. We are supportive of the approach,
but we have two overarching comments:

e Few repositories currently meet these characteristics. While all are desirable, the
implementation of any OSTP guidelines cannot be framed such that repositories not
meeting these guidelines are deemed inappropriate for use or insufficient. Further,
larger generic repositories with institutional support are more likely to meet more of
these characteristics, but smaller domain-specific repositories often better meet the
critical and heterogeneous needs of their scientific communities. These guidelines
should not have the unintended effect of discouraging the use of these valuable
specialized facilities.

e Mappings between these desired characteristics and Core Trust Seal and ISO 16363 are
needed to reduce the burden on repositories. Demonstrating compliance with
requirements is effort intensive; if a repository has produced documentation to address
one of the existing standards, this should be sufficient to describe compliance with OSTP
desired characteristics. While the RFC states “Federal agencies would not plan to use
these characteristics to assess, evaluate, or certify the acceptability of a specific data
repository” it is inevitable that, if adopted, data facilities will be asked to demonstrate
their degree of compliance.

2. Comments on specific draft characteristics
Overall, the specific characteristics are appropriate and inclusive, with the caveat that they are

currently aspirational for the large majority of earth sciences data facilities. Below are specific
comments on individual draft characteristics.



Long-term sustainability: We recommend that “long-term” be defined. Further, it is critical that
sustainability expectations are consistent with funding mechanisms. Many earth sciences
domain data repositories are funded by the National Science Foundation, NOAA, and other
agencies on 3-5 year grant cycles. If this is the funding commitment that the federal agencies
make, then this should be considered sufficient (though it is reasonable to request contingency
plans for transferring the data should funding not be sustained). As mentioned above, many
domain specific repositories provide critical services that general repositories cannot, but are
more likely to be funded by shorter term awards (even though many have a long term record of
sustained funding). OSTP should be aware of the consequences their guidelines may have on
changing the landscape of generic vs domain, and agency-funded vs institutionally supported,
repositories

Curation & Quality Assurance: We recommend that the expected level of Quality Assurance is
defined. While it is appropriate to ask repositories to demonstrate that they can ensure data
and metadata meet content and format standards, and that the repository is not introducing
errors, it is not reasonable to expect all data facilities to undertake scientific quality assurance.
Terminology varies among disciplines - e.g. terms like Level O, level 1, Level 2 QA are not
universal - so this is often difficult to communicate generically. Checking, for example, that data
are provided with the right parameter name, in the correct units, in a standard format, with
standard quality flags is an appropriate level of QA to expect; checking if the measured value
appears high given past similar measurements is a level of scientific QA that few repositories
can meet, and one can argue should fall to the expert scientist submitting the data.

Free & Easy to Access and Reuse: While the “broadest possible terms of reuse or documented
in the public domain” is appealing, this is inconsistent with Goal G “Enables tracking for data
reuse”. Data use can only be tracked if citation/attribution is requested, and a public domain
statement does not support citation. Licenses such as “CC 4.0 BY” that allow wide use while still
requiring attribution are not “the broadest possible” but would better meet the stated OSTP
goals.

Privacy: It is not clear why Privacy is separate from Goal H “Secure”. Privacy is generally one
element addressed by security, and considerations such as monitoring and risk management
around PIl and other privacy concerns are generally part of a security plan.

Provenance: tracking all metadata changes is an expectation that few earth sciences data
repositories can currently meet.

We also recommend that OSTP consider an additional characteristic around Financial
Transparency. As the selling of user data in various forms becomes more common, and more
problematic, it would be valuable for data facilities to make a clear statement about their
funding model.



Comment on Draft Desirable Characteristics of Repositories for
Managing and Sharing Data Resulting From Federally Funded
Research
March 5 2020

The American Statistical Association (ASA) is pleased to provide comments in response to
OSTP’s Request for Public Comment on Draft Desirable Characteristics of Repositories for
Managing and Sharing Data Resulting From Federally Funded Research , as invited in the
Federal Register of January 17, 2020 (85 FR 3085).

ASA’s comments were written by members of the ASA Committee on Privacy and
Confidentiality and are found on the following pages.

Thank you for your consideration.

Questions on this document can be directed to the ASA Director of Science Policy Steve Pierson,
pierson@amstat.org.
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Authors (from the American Statistical Association, Committee on Privacy and Confidentiality):
Lars Vilhuber, Cornell University, Member

Stefan Bender, Research Data and Service Center of the Deutsche Bundesbank, Member

Frauke Kreuter, University of Maryland, Member

Stephanie Shipp, Biocomplexity Institute, University of Virginia, Member

Aleksandra Slavkovic, Penn State University, Member

Tom Krenzke, Westat, Chair

The authors are responding in their capacity as members of the American Statistical
Association’s Committee on Privacy and Confidentiality, and are not representing their
respective home institutions. They serve voluntarily and without remuneration on this
Committee. The Committee’s role is described on its website
https://community.amstat.org/cpc/home. Relevant for our response to the RFC, the Committee
has the charge:

¢ To monitor and encourage new technical developments related to privacy and confidentiality of
data collected or used for statistical purposes.

¢ To develop appropriate liaison with Congressional Committees and Federal agencies on
matters relating to privacy and confidentiality.

The authors come from a variety of disciplines in addition to statistics. They have degrees in
sociology, economics, and in their various positions, have experience in creating, managing, and
expanding research data centers holding confidential research data, and providing secure,
unbiased, controlled access to these research data.

In our response, we will focus on the privacy and confidentiality aspects of the proposed
repository characteristics. We draw on examples from the United States, Canada, Germany, and
the United Kingdom.

In particular, we will respond primarily to questions of access (I.E.) ease of access (L.F.), fidelity
to consent (II.A.). We consider that II.B-F. are not fundamentally different from the overarching
question of access (I.E.), and that ILI. (request review) is a variant of [.F. We have additional
comments on documentation of privacy (I.I.), and on the availability of metadata (I.C.).

LE. Access. The suggested criteria require “broad, equitable, and maximally open access to
datasets,” moderated by privacy and confidentiality considerations. We note that there are many
considerations why privacy and confidentiality considerations might apply, not just fidelity to
consent for human data (II.A.) and compliance with restricted use conditions for human data
(I.B.). Additional confidentiality considerations include financial, company, biogenetic, and
national security considerations in the domains of biology, nuclear physics, engineering, to name
a few. When federal funds are used to support research that use, analyze, generate, or produce
such products, safeguards and access restrictions also need to be imposed. These are not
fundamentally different from those for human data. To reprise (Desai, Ritchie, and Welpton
2016)!, in all cases, repositories must need to assess whether access satisfies appropriate criteria

! Desai, T., Ritchie, F., and Welpton, R. (2016). "Five Safes: designing data access for research". Bristol Business
School Working Papers in Economics. All URLs in this document were last consulted on March 4, 2020.
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along five dimensions (the “Five Safes”): Safe projects (Is this use of the data appropriate?), safe
people (Can the researchers be trusted to use it in an appropriate manner?), safe data (is the
disclosure risk in the data appropriate for the purpose?), safe settings (from where and how is the
researcher accessing the data?) and safe outputs (are the published outputs appropriately
protected?). These five dimensions can be usefully applied to data ranging from full public use
data (freely downloadable without need for any controls) via medium-security data (released to
researchers under enforceable data use agreements) to highly classified data. They should thus be
criteria applied by and for all federal funded repositories.

I.F. Ease of access

Where necessary, access restrictions must be imposed. At the same time, repositories should
leverage and implement the broadest possible set of tools to make access as easy as possible. The
gold standard in terms of ease of use remains public-use data in the public domain, available for
direct download, and with few if any use restrictions.

Clearly, when access is subject to some level of control, ease of use must necessarily be reduced.
For instance, in the simple case where registration is required to ensure that users agree to terms
of use, various access mechanisms can be implemented. Repositories should strive to allow for
seamless access using both human and machine-initiated tools. The UK Digital Economy Act of
2017 enshrines a principle of proportionality.?

For instance, users could register once, agree to terms of use, and then obtain an access token
which allows them to initiate future downloads from the same provider via an API using
machine-initiated (automatic) downloads, while still complying with all terms of use. This is
standard in many other common situations in the private industry, but is less frequent amongst
current repositories.

Similarly, current restrict-access research data centers — a form of repository with access controls
— require users to go through user vetting (“safe users”) for every repository afresh, without
reference to prior vetting at other repositories with similar or identical criteria. For a given
repository, project vetting (‘““safe projects”) for a user’s multiple projects happens independently
every time, without reference to prior projects. Furthermore, current repositories are often
separated into distinct “data silos”, where data sits in distinct repositories, and data that is
primarily hosted at one repository cannot be also accessed at a separate repository. This is still
generically true at the federal level, despite progress under CIPSEA (Title V of the E-
Government Act of 2002, PL 107-347% and Title III of the Evidence Act of 2018, PL 115-435%).
Impediments are also the norm for federal-state data sharing, and for government-private or
government-academic data sharing. Though such data sharing across repositories occurs on a
regular basis, each one is subject to laborious ad-hoc re-negotiations.

2 Principle 5, https://www.gov.uk/government/publications/digital-economy-act-2017-part-5-codes-of-
practice/research-code-of-practice-and-accreditation-criteria

3 https://www.govinfo.gov/link/plaw/107/public/347link-type=pdf

4 https://www.congress.gov/bill/115th-congress/house-bill/4174
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Repositories for federally funded data should be held to implement efficient mechanisms that
allow for user and project vetting to be streamlined, and that repositories be allowed to share data
or be accredited by multiple data owners, thus greatly increasing ease of access. In what follows,
we illustrate three examples that have taken first steps, or even successfully implemented such
streamlined processes.

Example 1: Researcher accreditation

ICPSR at the University of Michigan has been developing a “researcher passport” (Levenstein,
Tyler, and Davidson Bleckman 2018). Key element is “a credential that identifies a trusted
researcher to multiple repositories and other data custodians, [...] durable and transferable digital
identifier issued by a central, community-recognized data steward.” One possible steward might
be a federally mandated entity. A portable digital credential is being considered by the European
Union. In the UK, the “Digital Economy Act of 2017 went further, and implemented a legal
status of “accredited researcher,” with criteria laid out in the law itself, and a government panel
to consider and vet requests for accreditation.’

Such a credential or accreditation would allow for efficiencies in the vetting process, and greatly
ease access to data subject to access controls. We note that these must be “standard procedures”,
ideally initiated or controlled by federal government entity. They are unlikely to work if not
mandated, as the current situation suggests.

Example 2: Streamlining of project vetting

One of the costliest steps in providing secure and ethical access to restricted-access data is the
per-project vetting process. While efforts are underway in the US to streamline the application
process for federal data in support of the Evidence Act of 2018, less emphasis has been put on
the approval process for applications. Currently, even where there is a streamlined application
process, each application is evaluated individually, an often lengthy process. For other federally
funded repositories, no single application process is envisioned that we know of.

Canada may serve as an example of a system that has attempted to streamline and accelerate
such a system, reducing the barriers to restricted-access federal data.® Since 2019, certain classes
of applicants for access are automatically pre-approved, meaning that they no longer have to go
through a review process (they must still satisfy all security clearance criteria). Such applicants
include any tenured professor at an accredited Canadian university, or recipients of peer-
reviewed funding.

3 https://www.statisticsauthority.gov.uk/about-the-authority/better-useofdata-statistics-and-
research/betterdataaccess-research/better-use-of-data/
S https://www.statcan.gc.ca/eng/microdata/data-centres/guide
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Example 3: Coordination among networks of research
centers

For better transportability and transferability of sensitive research data, coordination or mutual
accreditation of secure repositories should be encouraged. The Federal Statistical Research Data
Centers are a successful example in the context of data held by federal agencies, but have been
slow in expanding the range of agencies and data. Loose coordination among NIH-funded
repositories is an issue for the sharing of biomedical data.

Examples of stronger coordination exist in Germany and the UK. Administrative Data Research
UK (ADR UK) plays an important role in bridging the gap between government and academia in
the realm of administrative data, and in partnership with the Office of National Statistics (ONS).”
Multiple “hubs” coordinate and implement access. In Germany, the German Data Forum has
successfully established a decentralized network of accredited research data centers (RDCs) as a
model solution for scientific data access.® A total of 31 research data centers are currently
accredited and coordinated by the German Data Forum. Research data centers are annually
evaluated. This infrastructure enables researchers to gain flexible access to a wide range of data.
The UK and German networks also have an important additional component: outreach. The ADR
UK Strategic Hub coordinates public engagement activities, helps to gauge public opinion
regarding the use of the administrative data. The German Data Forum advises the German
federal government and the governments of the Lander (states) on expanding and improving the
research data infrastructure. It facilitates a continuous exchange between data producers and the
data users in science and research with the aim of improving access to high-quality and
scientifically potent data.

While these examples are primarily focused on data held and made available by the federal
government, similar examples in the US are emerging. The Administrative Data Research
Network (ADRN) is such an example, bringing together research projects that use data provided
by various state and local levels. Many university-based secure computing environments exist,
serving an important role, but must be authorized by data providers for each new project. A
stronger coordination, for instance an accreditation mechanism for secure repositories for any
source of data, has yet to emerge.

I.C. Metadata

Finally, we point out that effective repositories of confidential data urgently need high-quality
metadata (I.C.) on their data holdings, so that researchers can find, assess the utility of, and
request access to research data that is pertinent for their scientific endeavors. Metadata on
confidential data, when available, is currently scattered throughout various disconnected sites,
often in disregard of widely available metadata standards. In general, there are few
confidentiality concerns regarding the availability of metadata, and where these arise, for
mstance in the statistical metadata on extreme values, there are well-established measures to

7 https://www.adruk.org/our-mission/our-mission/
8 https://www.ratswd.de/en
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handle these. We note that a critical element of the metadata needs to be the documentation of
privacy-protecting measures applied to the microdata or the outputs (I.I.). Analyses that do not
take full account of the statistical properties of the protection mechanisms are at risk of bias and
other statistical problems. Analysts need to know exactly how to take into account these
legitimate manipulations of the data. This can only be achieved through detailed information on
those manipulations as part of the metadata.

Metadata (and the “connected” microdata) need to be findable, accessible, interoperable, and
reusable (FAIR). The best implementations emerging in France and Germany are central
metadata catalogs. Data.gov and efforts at various US universities (for instance, the Census
Bureau data portal at ICPSR®) are a step in the right direction. Repositories that are subject to
any future rules that may come out of this consultation should be instructed to provide metadata
in such standards, and to provide metadata through standard API that can be queried and crawled
by aggregating sites.

° https://census.icpst.umich.edu/census/
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The FAIRsharing Community welcomes the opportunity to respond to this White House Office

of Science and Technology Policy’s RFI on the “Desirable Characteristics of Repositories for

Managing and Sharing Data Resulting From Federally Funded Research”. We note a close

similarity with the work we are doing, and we would like to bring this to your attention in this

response.

FAIRsharing (https://fairsharing.org) and DataCite (https://datacite.org) have joined forces with a

group of publisher representatives (signatories of this response) who are actively implementing
data policies and recommending data repositories to researchers. The result of our work is a set
of proposed criteria that journals and publishers believe are important for the identification and
selection of data repositories, which can be recommended to researchers when they are

preparing to publish the data underlying their findings.

A table summarizing the proposed criteria, their definitions, and ideal values for each criterion is

available in our pre-print at https://osf.io/m2bce/.

The article also provides more background information on the rationale for our work, which began
in January 2018 and has also been presented at a number of sessions during the 12th, 13th and
14th Research Data Alliance Plenaries. This year, we also opened the work for community
feedback and received almost 60 responses, 70% of which are from repository managers (the
majority in the life sciences), and many of which are on behalf of organizations such as ELIXIR,
Core Trust Seal and CSIRO Australia. We are currently reviewing this extensive feedback in

order to refine the proposed criteria.

Evidently there is an overlap between our criteria and yours. For example, both lists feature
criteria on Persistent Unique Identifiers, Metadata, Model and Format Standardization,
Accessibility, Licensing, Reuse, as well as other FAIR-related criteria. We therefore would
welcome a discussion on how we could potentially align and/or collaborate, particularly as some

funders have expressed an interest in joining the next phase of our work.

SIGNATURES
Name Organization Primary scientific discipline Role
Susanna-Assunta Sansone University of Oxford, Life sciences Researcher
(0000-0001-5306-5690) FAIRsharing Founder
Peter McQuilton (0000-0003-2687-1982) University of Oxford, Life sciences Researcher

FAIRsharing Coordinator

Helena Cousijn (0000-0001-6660-6214) DataCite generic Service provider
Matthew Cannon (0000-0002-1496-8392), Taylor & Francis generic Publisher
Wei Mun Chan (0000-0002-9971-813X) eLife Sciences Publications | Life sciences Publisher




Sarah Callaghan (0000-0002-0517-1031) Elsevier generic Editor
llaria Carnevale (0000-0001-8509-0495) Elsevier Life sciences Editor
Imogen Cranston (0000-0002-7134-499X), | F1000 Research generic Publisher
Scott Edmunds (0000-0001-6444-1436) GigaScience, BGI Hong Life sciences Editor
Kong Tech Ltd.
Nicholas Everitt (0000-0001-8343-8910) Taylor & Francis generic Publisher
Emma Ganley (0000-0002-2557-6204) Procols.io generic Service provider
Chris Graf (0000-0002-4699-4333) Wiley generic Publisher
lain Hrynaszkiewicz (0000-0002-9673- PLOS generic Publisher
5559)
Varsha K. Khodiyar (0000-0002-2743- Springer Nature generic Service provider

6918)

Thomas Lemberger (0000-0002-2499- EMBO Press Life sciences Publisher
4025)

Catriona J. MacCallum (0000-0001-9623- Hindawi Ltd generic Publisher
2225)

Hollydawn Murray (0000-0002-8243-2493) | F1000 Research generic Publisher
Kiera McNeice (0000-0003-2839-4067) Cambridge University Press | generic Publisher
Philippe Rocca-Serra (0000-0001-9853- University of Oxford, Life sciences Researcher
5668) FAIRsharing co-Founder

Kathryn Sharples (0000-0003-2809-6828) Wiley generic Publisher
Marina Soares E Silva (0000-0001-9530- Elsevier generic Product
627X) Manager
Jonathan Threlfall (0000-0001-8599-4320) | F1000 Research generic Publisher




Comments on Desirable Characteristics for Data Repositories
Eric Lancon, elancon@bnl.gov

FAIR metrics should be defined and values computed for data repository (and catalogue) to
measure the FAIRNESS w.r.t. Go FAIR
https://www.go-fair.org/fair-principles/fairification-process/

Access and availability of data should be guaranteed (through SLA?)

Capability to process the data should also be addressed, a repository is of little usefulness if
data cannot be analysed and processed.

The list of publications or scientific results linked to given used datasets / data repository should
be available in the repository.

The software (version, architecture, code repositories) used to generate (or analyse) the
datasets is not mentioned in the RFC

Data loss is not addressed (this happens) what is the mitigation plan?

How are data management plans and repositories related? Can they be linked through
templates and semantics?
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Comment on : Desirable Repository Characteristics
Arcot Rajasekar
Professor,
School of Information and Library Science
University of North Carolina, Chapel Hill, NC
rajasekar@unc.edu

This comment is based on more than twenty years of experience in designing, developing and
deploying large-scale data grids - the Storage Resource Broker (SRB) and integrated Rule
Oriented Data Systems (IRODS) - for scientific and business communities. Based on my
experience and working closely with large-scale projects (CyVerse, HydroShare, Bioinformatics
Research Network (BIRN)) [ would suggest using the iRODS as a vehicle for achieving a data
repository which meets almost all the demands as outlined in the call for comments and
beyond. I give a short synopsis for each item that were emphasized in the CFC as desired
characteristics for a data repository to help identify how iRODS provides the functionality. A
short blurb about the iRODS is added at the end of my comments. Further information can be
found at the iRODS Consortium website (irods.org).
Desired Characteristics:
A. Persistent Unique Identifiers: iRODS defines what are called zones which provide a way of
defining a domain name service. Datasets and Collections (similar to a folder hierarchy)
provide a virtual name to the datasets stored under the domain. Apart from that each dataset
also is given a unique identifier (unique at the zone level) and provision is made for adding
arbitrary number of external GUIs to be identified as metadata for each data item. Access can
be based on zone-collection-dataname triplets or by unique GUIs associated with the datasets.
Similar to DNS services, one can easily deploy a Zone Name Service that can identify the
physical address of the resources in that zone (A zone can have a number of distributed
resources - but because of peer-to-peer networking, one can access any file by connecting to
any resource in the zone).
B. Long-term sustainability: iRODS federates multiple levels of resources -including cloud and
tape system access. The virtual naming and metadata support provide long-term sustainability
for datasets stored in iRODS. Moreover, because of the virtualization of resource names as well
as user names (apart from data name virtualization) the need for physical names is obviated

and thus provide ease of solving technological obsolescence through transfer from an old
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storage system to a new one without applications being aware of the move. Replication is an
inherent property of the iRODS system and one can write policies about how, when and where
datasets are replicated for improving access and sustainability, and providing fault tolerance.
C. Metadata: iRODS has a built-in metadata catalog (iCAT) which natively provides storing
attribute-value-unit triplets for any dataset/collection, users and resources. Moreover, iRODS
supports access to external metadata catalogs including triple stores, elastic search engines
and SQL and NoSQL databases which can use unique identifiers to associate metadata for all
objects stored in iRODS. Because of these any kind of metadata (including cross-references
and external references) can easily be associated with datasets in iRODS.
D. Curation & Quality Assurance: iRODS is policy oriented and one can write rules and
policies as needed to manage and automate the full data life cycle. Integrity checking, fidelity
and fixity checks can be done on events (ingest/modification), periodically or by user request
and through replication of objects automatic recovery can be done via machine-executable
policies. Inbuilt support for multiple checksums provides a way to create digital signatures
which can easily assure quality of the data as well as recovery from any bit rot or malicious
degradations.
E. Access. IRODS provides authentication and authorization on a very fine scale. Third-party
authorization and authentication, multi-level authorizations and challenge-response checks,
are all easily possible through policy implementation. Moreover, iRODS provide faster access
and ingestion through parallel data transfers mechanisms.
F. Free & Easy to Access and Reuse: Concepts of authenticated access, public data, anonymous
access and ticket-based access all provide ease of access to datasets stored in iRODS.

G. Reuse: iRODS provides a way to ingest new data and other digital artifacts (including

containers) into the system and cross-reference them. Hence provenance can be captured very

easily.

H. Secure: Multi-level authentication and authorization (including external services) make it

very flexible to create a highly secure data repository. With periodic checking one can easily

verify for any security breaches.

[. Privacy: Multi-level authentication can easily provide compliance to all levels as needed (ex.

HIPAA).



J. Common Format: Apart from syntactic replication, one can have semantic equivalent data
stored in multiple formats. Indeed, an ingestion pipeline, one can define a set of conversions so
that a dataset can immediately be converted into different formats as well as multiple
resolutions (and abstracts) that can all be searched and cross-referenced together using
metadata.

K. Provenance: Audit trail is also built into iRODS and can be turned on at various levels to
capture a few or all operations performed on datasets. As mentioned before cross-reference
metadata can easily capture provenance for derived objects.

[L.A. Fidelity to Consent: Project level authentication (groups and roles) as well as provision for
periodic checks for non-authorized access (audit trails) are helpful for consent provisioning.

B. Restricted Use Compliant: One can have policies that can restrict access to few users and then
automatically open for larger set of users and finally public. The policies can be encoded as
iRODS rules and linked to the “age” of the datasets so that time-bound access can be controlled
automatically without any human intervention. Other non-age bound access modifications can
also be easily configured by encoding specific rules.

C. Privacy: Automatic checks for unauthorized access as well as periodic checks for correct ACL
lists are tools that can be used to manage privacy.

D. Plan for Breach: iRODS provides a way to store data in an encrypted form with key stored
elsewhere. Also, with multiple replicas, one can easily make sure that any malicious changes to
datasets can be identified and corrected.

E. Download Control: A rich authentication and access framework is part of iRODS. Parallel data
transfer benefits large file access.

F. Clear Use Guidance: One can associate documents as metadata for each dataset (eg. copyright
document, policy document, etc.) as metadata which, and can be made accessible to users.

G. Retention Guidelines: Same as above.

H. Violations: Since the data management is automated there is a good chance for auto compliance

of the policies. With audit trail, one can periodically check for any violations.

Apart from these required and additional qualities that are noted in the Call for Comments, iRODS
provide other capabilities that help manage a data repository. We note these broad and useful

capabilities can help further in better and efficient data repository implementation.



Data Virtualization: Data stored in iRODS is typically accessed through an iRODS client. iRODS
clients present files as Data Objects organized into Collections. For the most part, there is little
difference between Data Objects and files, and between Collections and subdirectories. However,

there are a couple of important distinctions:

* Collections make no reference to the physical storage path. It is possible for two Data Objects
in a Collection to be stored in different physical locations
A Data Object may refer to multiple Replicas. Replicas are exact copies of a file, located in
multiple physical locations.

Data Objects and Collections are stored in Storage Resources in an iRODS Zone.
Each Storage Resource has a name (the Resource’s logical representation) and a hostname and path
(the physical representation of the Resource, where files are kept). The hostname is the network
name of the device that serves the data, and the path is the local file system path or object storage
bucket that holds the data.
Data Discovery: This information about data, called metadata, is extremely useful for Data
Discovery, locating relevant data within large data sets. Data Object metadata includes rich, user-
defined metadata in addition to traditional system metadata, such as filename, file size, and creation
date. This rich metadata allows data to be identified by characteristics such as author names,
keywords, case ID, and content type.
Rich metadata can include whatever descriptors you choose to apply to your data. Rich metadata can
also be applied to Collections, Users, Resources, and other iRODS Zones. The entire iRODS catalog
for a Zone is contained in a relational database. Currently, that database must be hosted in a
PostgreSQL, MySQL, or Oracle database management system.
Workflow Automation: Each iRODS Server runs a Rule Engine that is an event-triggered
background process. The Rule Engine is programmed using iRODS Rules, which specify what
actions should be triggered when iRODS initiates a particular system activity.
iRODS event triggers are called Policy Enforcement Points (PEPs). Consider, for example, a rule to
transfer ownership of data objects to the project manager when a user is deleted; the trigger — or PEP
— is the deletion of the user. Similarly, rules could be written to extract metadata or pre-process data

whenever a file is uploaded to an iRODS Resource.



Chaining rules and PEPs allows you to create powerful, customized workflows that save time and
prevent human error. Complex multi-step scientific processes can be tightly managed and automated
by keeping thorough records of ongoing status and other lab information, and only alerting humans
when necessary. Organizational data management policy can be captured in an automated, auditable
fashion using iRODS rules.

Secure Collaboration: Even in fields where data may not be published, it is usually necessary to
share data sets between multiple workgroups. However, as data sets grow beyond several gigabytes, it
becomes difficult to impossible to move the data between locations. iRODS provides Secure
Collaboration through three technologies:

Tickets, Permissions, and Federation.

+ iRODS Tickets provide controlled public access to Data Objects and Collections. The owner of a
Data Object or Collection can create a Ticket and share it with non-iRODS users to grant them read
or write access. Tickets can be revoked, and they can be set to automatically expire upon a specified
date and time or a specified number of reads or writes.

+ iRODS Permissions are analogous to UNIX file system permissions. The owner of a Data Object
or Collection can assign read or write access for any number of defined iRODS Users and Groups.
Group membership is defined by the administrator(s) of a Zone.

+ iRODS Federation extends data sharing and publication beyond a single Zone. In a Federated

deployment, once the administrators of

two iRODS Zones share a set of keys, the
owner of a Data Object or Collection can
assign read and write permissions to users
from outside Zones. When reading or
writing data, the transfer mechanism is
analogous to that for a single Zone. Unless
the file is very small, iRODS servers
broker a connection between the server
containing the data and the client
requesting it. As a result, Federation
enables high performance access to data

stored in any other iRODS Zone. Figure 1iRODS Capabilities




Box 1: iRODS Data Grid System

The iRODS Data Grid can be viewed as a network of fully connected nodes of resource servers, called iRES, which
provide access to data and computational resources. The servers perform the protocol interchange needed for
interfacing with exotic devices, mapping them onto a uniform API used in the client framework. An iRODS system

available.

consists of many servers with the most
important being the resource and rule
engine servers (iRES) which provide
access to storage and compute resources.
The iCAT server holds the metadata used
by the iRODS system and acts as a
persistent store for the system status. The
messaging server (iXMS) provides the
means for the different servers (and
services running in them) to
communicate. In this way, services can
be distributed, run in parallel, and
communicate over time and space. The
Scheduling Server (iSEC) allows the
system to schedule jobs at a specific
time, periodically, or when a resource is

iRODS Features

Description

Logical Collection Hierarchy
Replication, GUIDs/Object Ids
Versioning

Rich Authentication & Access
Control

Discovery Services: Descriptive
Metadata support

XML metadata Support

Policy Execution as Rule Support

Server-side workflow chains

Files, databases , archives & streams
Rich data Transport Protocols

Data management: synchronize,
backup, archive, move, copy, ...
Integrity & Authenticity
Maintenance

Provenance & Chain of Custody
Accession, Preservation, Retention,
Disposition &Migration

System and User-defined Metadata

Organize distributed data into logical sets

Unique name/identifier for multiple replicas

Version Number support

Support for multiple authentication schemes including GSI, Shibboleth, etc.
Access control data objects, collections, resources for users and user groups.
Associate Attribute-Value-Unit metadata for data or collections. Support for
element-based schema such as Dublin Core, FITS, DICOM, Darwin Core
Loaded into AVU-Metadata and supports Xpath queries

System management and domain-specific collection policies can be coded as
iRODS rules and executed on demand, on an event, or at periodic intervals
Rules can be triggered to perform multiple operations such as metadata
extraction, format translation, anonymization, apply domain-specific analysis
and synthesis of files and collections.

Heterogenous protocols supported

TCP/IP and UDP; parallel stream support

Support for distributed data management operations

Support for checksums, signatures periodic scans to restore damaged replicas

Support for Audit Trail, lineage analysis & support for execution metadata
Policy/rule support for long-term preservation

Internal catalog (iCAT) in relational database stores object information.
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Lisa Nichols

Office of Science and Technology Policy
openscience@ostp.eop.gov

Re: RFC Response on Draft Desirable Characteristics of Repositories for Managing and Sharing Data
Resulting From Federally Funded Research

Dear Dr. Nichols:

We appreciate the many ongoing opportunities for continued dialogue with OSTP and the
Administration on how to best to promote openness and sharing — consistent with our commitment to
promote sustainable Open Science. We especially appreciate OSTP’s recognition that publishers are a
valued partner for addressing these questions.

The International Association of Scientific, Technical and Medical Publishers (STM) is the leading global
trade association for academic and professional publishers. It has more than 150 members in 21
countries who each year collectively publish more than 66% of all journal articles and tens of thousands
of monographs and reference works. STM supports our members in their mission to advance research
worldwide. As academic and professional publishers, learned societies, university presses, start-ups and
established players, we work together to serve society by developing standards and technology to
ensure research is of high quality, trustworthy and easy to access. We promote the contribution that
publishers make to innovation, openness and the sharing of knowledge and embrace change to support
the growth and sustainability of the research ecosystem. As a common good, we provide data and
analysis for all involved in the global activity of research.

The majority of our members are small businesses and not-for-profit organizations, who represent tens
of thousands of publishing employees, editors, reviewers, authors and readers, and other professionals
across the United States and world who regularly contribute to the advancement of science, learning,
culture and innovation throughout the nation. They comprise the bulk of a $25 billion publishing
industry that contributes significantly to the U.S. economy and enhances the U.S. balance of trade.

STM represents publishers across the entire spectrum of science, technology, medicine and the
humanities, and is therefore uniquely positioned to discuss the Desirable Characteristics for All Data
Repositories (section 1). We look forward to continuing our efforts to partner with OSTP, SOS, and
individual Federal agencies on these topics.

International Association of Scientific, Technical and Medical Publishers
Prama House, 267 Banbury Road, Oxford OX2 7HT, UK
Registered at UK Companies House FC027474
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STM commends OSTP and the SOS for developing these characteristics, which are broadly consistent
with those that we are utilizing in our 2020 Research Data Year and also those supported by

international initiatives such as the Research Data Alliance (RDA), in which STM is an active participant.
We agree with the proposed use and application of the desirable characteristics, in particular that it
would be inappropriate to provide “an exhaustive set of design features” or “use these characteristics to
assess, evaluate, or certify the acceptability of a specific data repository.” Data sharing is a rapidly-
developing field and being too prescriptive at this point could stifle innovation and reduce competition.
In addition, specific fields and groups of practitioners may have different needs from those that could be
described for all data repositories. Therefore, this flexibility is key.

STM agrees with the SOS that any proposed characteristics of desirable repositories should be
consistent with those broadly accepted in research communities. Such criteria would ideally be the
result of collaborative efforts by multiple stakeholders in the scholarly ecosystem and are therefore
community endorsed. STM’s own efforts to identify and recommend repositories includes the latter
requirement as a central characteristic. The identification of ISO 16363 Standard for Trusted Digital
Repositories and CoreTrustSeal Data Repositories Requirements as an exemplar. We also greatly
appreciate the explicit mention of the FAIR principles in the background section as a motivator for the
specific characteristics. STM has been recognized as a member of the FAIRSFAIR project
(https://www.fairsfair.eu/) in the European Union, and would welcome the opportunity to bring some

of these principles and expertise to support OSTP’s efforts in this area.

With respect to the “Desirable Characteristics for All Data Repositories,” we support each of the
characteristics that are included. We would like to highlight in particular the importance of “A.
Persistent Unique Identifiers” (PUIDs), and encourage the use of widely used and interoperable types of
DOIs rather than the creation of government- or repository-specific ID types. We encourage the SOS to
work with the RDA to ensure alignment of these IDs.

One criterion that the SOS may want to consider softening is “D. Curation & Quality Assurance.” Of
course, repositories that offer curation services are to be preferred over repositories that do not.
However, these services are not yet developed enough or consistently deployed across the repository
ecosystem, even among the higher-quality data repositories. Although expert curation and quality
assurance (including peer review) are important themes and are desired in all data repositories, the
other items within this list are more fundamental to identifying appropriate data repositories.

International Association of Scientific, Technical and Medical Publishers
Prama House, 267 Banbury Road, Oxford OX2 7HT, UK
Registered at UK Companies House FC027474
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It might be useful to add to the characteristic list two organizing ideas that are implicit in the set of
desirable characteristics but may not be completely evident to agencies and Federally funded
investigators using the list. In particular, although many of the listed features are in line with the FAIR
principles, it might be useful to explicitly highlight these principles in the list of criteria as they are
accepted as an effective means to communicate the desired characteristics of repositories. In addition,
as noted above, it would be constructive for many of the characteristics (e.g. PUIDs, metadata, reuse
tracking, security and privacy) to utilize community endorsed standards and approaches. In this context,
it might be useful to add a characteristic “Aligned with community endorsed standards” to highlight the
importance of non-proprietary approaches to many of the issues shared by data repositories.

Finally, we would like to suggest a few additional characteristics for consideration. These potentially
could be included in a supplemental list of “Additional Characteristics for Consideration of Data
Repositories,” to which “curation & quality assurance” could also be moved. These selection criteria can
be used or seen as “nice-to-haves”:

e “Fit to subject”: Subject specific repositories are usually superior to generic ones. Repositories that
are built and designed for specific disciplines are better catered to the specific needs and
requirements of academic disciplines, and therefore should be preferred over generic repositories.

e “Size and scalability”: Larger repositories are, in general, to be preferred over smaller ones. The
larger a database, the more useful it becomes due to network effects (e.g. it allows its users to find
comparable datasets, find connections with related research, and prevents data being distributed
over different databases).

e “Mirroring”: To keep data stored safely, repositories should maintain mirror sites, preferably over
different geographical locations.

With respect to the feasibility of the proposed list of desired characteristics, we believe this to be a
reasonable list that most responsible and appropriate data repositories for agencies and researchers
would be able to meet the set of characteristics for. However, the degree to which an individual
repository addresses each of the desired characteristics will vary significantly. This remains a key reason
to maintain the list as guidance, rather than as requirements. The list is also generally consistent with
those used by several certification schemes, as well as supported by the wider scholarly ecosystem.

International Association of Scientific, Technical and Medical Publishers
Prama House, 267 Banbury Road, Oxford OX2 7HT, UK
Registered at UK Companies House FC027474



A significant challenge going forward will be to support and guide researchers and federal agencies
towards the most appropriate repositories to meet their data sharing needs. This RFC, and the ongoing
efforts by OSTP and the SOS to support data sharing are an excellent step in the right direction. Such
efforts will need to be coordinated across universities, non-federal funders, publishers, scholarly
societies, and others who engage in and support the American research enterprise. Publishers stand
ready to work with NSTC, OSTP, and Federal agencies on all of these issues going forward, and welcome
additional opportunities to engage and collaborate.

Very truly yours,

iz

lan Moss
CEO

International Association of Scientific, Technical and Medical Publishers
Prama House, 267 Banbury Road, Oxford OX2 7HT, UK
Registered at UK Companies House FC027474



From: bambacher@verizon.net

To: OpenScience(@ostp.eop.gov.

Subject: RFC Response: Desirable Repository Characteristics

This response is submitted by Bruce Ambacher, retired digital preservation systems analyst at the
National Archives for more than thirty years and retired Visiting Professor in the iSchool,
University of Maryland, College Park. I am currently a research affiliate with the iSchool’s
Digital Curation Innovation Center

Primary discipline: Social Sciences, Digital Archivist and Data Preservationist.

The Federal Government has been actively involved in digital data preservation since the
establishment of a digital preservation unit in the National Archives and Records Administration
in the late 1960s. The majority of comments submitted in response to this RFC will stress not
only the need for establishing a set of “Desirable Repository Characteristics” but also the
significant costs involved in establishing and staffing such repositories. To ensure economy for
the ever growing volume of data to be preserved and accessed over time, a uniform set of
characteristics must be based on multi discipline criteria and measurable metrics that
demonstrate a repository’s commitment to long term digital preservation.

This effort, of necessity, must be divided into two somewhat separate different frameworks. One
focuses on data created by Federal agencies are subject to Federal law and regulations. The
National Archives and Records Administration (NARA) remains the only Federal agency that
has the statutory authority to preserve Federal records. Through affiliated archives agreements
NARA has authorized the Government Publishing Office (GPO) to preserve reports from
Congressional branch agencies. GPO fully embraced its accompanying responsibilities and
became the first Federal agency to be certified as meeting ISO 16363’s 109 metrics for digital
data preservation.

Federal agencies seeking to preserve data should work through their records management
programs to have such data appraised for its long term value and to determine the most
appropriate data repository once the agency’s primary use has ended. NARA has data containing
national security classifications to the highest levels, department of Energy restrictions, Title 13
Census information, and a variety of privacy issues relating to individually identifiable
information such as health, tax information and survey responses. Restrictions on access are no
barrier to transferring Federal information to NARA.

The second focuses on parties using Federal funds to collect digital data collected have wide
discretion in selecting a suitable digital repository. In the interests of economy and long term
preservation and access, the goal should be to deposit such data in as limited a number of digital
repositories as possible. Data preservation is too often an unfunded or underfunded afterthought
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leading to makeshift solutions that do not ensure long term preservation and access and/or
unnecessary duplication of effort between multiple repositories. It is noteworthy that this FRC
seeks to address part of this issue by enunciating “desirable characteristics.” These will ensure
data creators adhere to Federal funding requirements, establish a comprehensive set of metrics to
which data creators, curators and users must adhere. Were the “desirable characteristics” made
mandatory as a condition for obtaining Federal funding, a uniform level of trust in the structure,
internal operations and security of the digital information could emerge enhancing data
preservation and access into the future. It also would lead to adherence to a broad based set of
requirements that can be uniformly measured by professional auditors.

Over the past two decades the Federal Government has been evolving from agency-specific and
Federal Government-specific standards and guidelines, to international standards and criteria
wherever possible.

ISO issued ISO 14721 Reference Model for an Open Archival Information System in 2002 after
seven years of development. OAIS is the seminal document for trustworthy data repositories.
One of the “Future Actions” recommended in OAIS was the development of “standard(s) for
accreditation of archives.” This was achieved in 2012 when ISO issued ISO 16363, based on a
decade of multiple task forces and interagency committees to develop and test the metrics that
fulfill the accreditation requirements and specifically test repository compliance with OAIS. In
addition to using ISO’s 109 metrics to certify compliant trustworthy repositories, the metrics also
can be used as a high level design document for a compliant system, leaving it to the repository
to determine which specific hardware and software are best suited to its preservation and access
requirements. This will lead to quality data preservation, minimize the costs of operation, ensure
data integrity over time, and enhance the reputation of the repository as a “certified trustworthy
repository.”

Unlike other contemporary efforts such as FAIR and CoreTrustSeal, ISO 16363 is the only effort
that provides measurable metrics to determine the likelihood of digital information being
preserved and made available in a usable format over time. It is difficult to imagine how FAIR
could become anything more than a set of platitudes like motherhood and apple pie. Who would
challenge such lofty goals? But who could actually establish a long term preservation and access
repository based on them alone? Equally, a limited number of nonbinding principles such as the
fourteen that comprise CoreTrustSeal, which are confirmed by peer to peer review that will vary
over time and could be achieved by a spoken or unspoken “you approve me and I will approve
you” approach, cannot provide the definitive trust that will emerge from ISO 16363 certification
achieved through an extensive review of the repository and its documentation and confirmed by
an audit of actual management, operations and security of the data repository.

The list of Desirable Characteristics for All Data Repositories could be separated into those items
that pertain to the data and a second set that pertain to the repository. The former would include
A, C, and K. The balance of the items relate to aspects of maintaining a long term repository.



A. Persistent Unique Identifiers. The PUID should also be mandatory when the data it
identifies is transferred to another repository.

B. Long Term Sustainability. These concepts are best developed jointly by the repository
administrators and the preservation managers as part of broad repository planning for
future access to the data.

C. Metadata. Metadata should not be institution specific. It should be, at a minimum,
discipline wide, and ideally truly universal.

D. Curation and Quality Assurance. The current statement is, at best, a bare bones
enunciation of the myriad issues, approaches, and assurances involved in these complex
tasks. These are the most important tasks that must be performed to ensure preservation
and long term access to the data. Ideally they will be performed in accordance with
international standards such as ISO 16363, with the results fully documented and
available to users to enhance understanding of the data and any inconsistencies or gaps
that are present.

G. Reuse. The concept of tracking reuse of data has overtones of control and censorship. As

phrased it may limit reuse

Additional Considerations for Repositories Storing Human Data (Even if De-Identified)

While these criteria may still be appropriate for research involving individually identifiable
information, this set of considerations is not the appropriate place or approach to revise any
existing Federal laws or regulations. Restrictions on access to information must be
accompanied by legally valid criteria for restricting such data and include the timeframe and
conditions for the ending of restrictions, where applicable.



Response to Request for Comment on Draft Desirable Characteristics of Repositories for Managing
and Sharing Data Resulting from Federally Funded or Supported Research.

Matthew Woollard, Director, UK Data Service/UK Data Archive, University of Essex

The UK Data Archive is a discipline-specific (social sciences) data archive which has been in
continuous existence since 1967. The UK Data Service is an ESRC-funded service which is led from
the UK Data Archive at the University of Essex, and works in partnership with other UK institutions.

https://www.federalregister.gov/documents/2020/01/17/2020-00689/request-for-public-comment-
on-draft-desirable-characteristics-of-repositories-for-managing-and

Desirable Characteristics of Repositories for Managing and Sharing Data Resulting From Federally
Funded or Supported Research

I. Desirable Characteristics for All Data Repositories

A. Persistent Unique Identifiers: Assigns datasets a citable, persistent unique identifier (PUID),
such as a digital object identifier (DOI) or accession number, to support data discovery, reporting
(e.g., of research progress), and research assessment (e.g., identifying the outputs of Federally
funded research). The PUID points to a persistent landing page that remains accessible even if the
dataset is de-accessioned or no longer available.

We note that an accession number is not necessarily semantically identical to a PUID. We would
suggest that both are necessary. (It is not impossible for a PUID to include the repository accession
number. In the example below, SN (representing Study Number) is the accession number, and that
number is clearly identifiable in the full doi.)

Office for National Statistics, University of Manchester, Cathie Marsh Institute for Social
Research (CMIST), UK Data Service. (2019). Quarterly Labour Force Survey, July - September
2018: Teaching Dataset. [data collection]. Office for National Statistics, [original data
producer(s)]. Office for National Statistics. SN: 8499, http://doi.org/10.5255/UKDA-SN-8499-
1

B. Long-term sustainability: Has a long-term plan for managing data, including guaranteeing long-
term integrity, authenticity, and availability of datasets; building on a stable technical
infrastructure and funding plans; has contingency plans to ensure data are available and
maintained during and after unforeseen events.

Long-term should include a minimum number of guaranteed years and a mechanism and terms for
appraisal over time. Any significant time period where user or technical change may imply a need to
change the data or metadata implies a need for active preservation (beyond the bit-level).

Availability does not imply usability. A dataset may be available for reuse in fifty years, but by being
stored on punched cards does not allow them to be used by anyone without a punched card reader!

C. Metadata: Ensures datasets are accompanied by metadata sufficient to enable discovery, reuse,
and citation of datasets, using a schema that is standard to the community the repository serves.

The digital preservation community tends to use the phrase “independently understandable”. The
implication is that a user can discover, access and use the content without additional help from the
repository. This places a high overhead on “general repositories” which need to assume a general
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user base. Discipline-specific repositories need only make assumptions about the knowledge within
their discipline in the long-term.

D. Curation & Quality Assurance: Provides, or has a mechanism for others to provide, expert
curation and quality assurance to improve the accuracy and integrity of datasets and metadata.

There is a general discussion in the community around quality measures. Our opinion is that the
repository should be responsible for the integrity of datasets and metadata, but the original
producer needs to be responsible for its quality. Within the social sciences community we often use
the “pregnant men” scenario to describe basic checking. If a dataset includes inconsistencies such as
pregnant men, we return the data to the data owners and they are expected to recode or correct
these inconsistencies. We also provide a check on the level of anonymisation. On occasion a data
depositor has included personally identifiable information in a dataset which was expected to be
openly accessible. Errors like this are highlighted to the data owner before data is prepared for long-
term preservation.

This provision is helpful, but needs clearer pointers to the responsibilities of the repository and the
data creator/owner.

E. Access: Provides broad, equitable, and maximally open access to datasets, as appropriate,
consistent with legal and ethical limits required to maintain privacy and confidentiality.

Methods of accessing data should not drive the access level. The access level (based on the content
of the data) should drive the method of accessing data.

F. Free & Easy to Access and Reuse: Makes datasets and their metadata accessible free of charge
in a timely manner after submission and with broadest possible terms of reuse or documented as
being in the public domain.

This statement has some overlap with the previous one. The phrase “documented as being in the
public domain” is unlikely to be a consideration for more recent works. Copyright should always be
clarified before a repository accepts data, otherwise worldwide copyright laws may be being broken.
Note also that copyright is not rescinded on the basis of a CC license.

G. Reuse: Enables tracking of data reuse (e.g., through assignment of adequate metadata and
PUID).

This is a knotty problem. The enablement of tracking does not imply that tracking can take place.
There is considerable evidence across the globe that data users are not as careful about
referencing/citing data as they might be. The responsibility for ensuring that tracking can take place
must lie within the hands of the user and not the repository. For example, the UK Data Service can
track some use of data which we hold on behalf of others, but this is likely to be a small proportion
of the use which actually takes place. In reality a repository will only be able to “Provide the means
for the tracking of data reuse through the assignment of adequate metadata and persistent
identifiers (PUIDs)” --- which may be more appropriate wording for this characteristic.

H. Secure: Provides documentation of meeting accepted criteria for security to prevent
unauthorized access or release of data, such as the criteria described in the International
Standards Organization's 1ISO 27001 (https://www.iso.org/isoiec-27001-information-security.html)
or the National Institute of Standards and Technology's 800-53 controls (https://nvd.nist.gov/800-
53).



International standards like ISO 27001 are a high bar for some repositories. Question: providing
documentation to whom? If this is publicly available it might increase the risk of someone attacking
the repository. If this is not publicly available it may in effect be of no value.

I. Privacy: Provides documentation that administrative, technical, and physical safeguards are
employed in compliance with applicable privacy, risk management, and continuous monitoring
requirements.

We would change the word privacy to confidentiality here. The risks to privacy per se should be built
into the data collection process; the risks to confidentiality are bound up with the management of
the data.

J. Common Format: Allows datasets and metadata to be downloaded, accessed, or exported from
the repository in a standards-compliant, and preferably non-proprietary, format.

We have yet to identify mechanisms such as community-based standards registries to identify
appropriate formats. While we would agree that these data (and metadata) should be made
available in non-proprietary formats, this should not preclude making them available in proprietary
formats if the community desires that.

K. Provenance: Maintains a detailed logfile of changes to datasets and metadata, including date
and user, beginning with creation/upload of the dataset, to ensure data integrity.

Both pre-deposit provenance and post-deposit provenance should potentially be included here. Pre-
deposit provenance also provides a mechanism for managing rights information.

Il. Additional Considerations for Repositories Storing Human Data (Even if De-ldentified)

A. Fidelity to Consent: Restricts dataset access to appropriate uses consistent with original consent
(such as for use only within the context of research on a specific disease or condition).

As an addition to the statement above, it should be clear that it is the responsibility of the data
creator to ensure that the consent (of the original data collection) was carried out in compliance
with local ethical/institutional review board.

B. Restricted Use Compliant: Enforces submitters' data use restrictions, such as preventing
reidentification or redistribution to unauthorized users.

This is a perfectly reasonable statement, however there may be times when data submitters need a
more “generalist” approach to understanding their restrictions. Often times, data submitters are
more risk adverse than they need to be. Data repositories should not make the decisions on behalf
of the data submitters, but they may need to provide guidance so that the data submitters’
restrictions are appropriate.

C. Privacy: Implements and provides documentation of security techniques appropriate for human
subjects' data to protect from inappropriate access.

”nm

To make this a more overarching criteria, the words “for human subjects’” could be replaced with
“the”. (i.e., : Implements and provides documentation of security techniques appropriate for the
data to protect from inappropriate access.”) Some data may need restricted access and protection
for other reasons than just protection of human subjects --- sensitive commercial information, rights
management, the protection of culturally or ecologically sensitive information such as the locations
of artefacts or species. So this statement may need to be broader than just human subjects.



D. Plan for Breach: Has security measures that include a data breach response plan.
Agreed

E. Download Control: Controls and audits access to and download of datasets.
Agreed — and not necessarily just for human subject data.

F. Clear Use Guidance: Provides accompanying documentation describing restrictions on dataset
access and use.

Again, this should not just be for confidential data. Data which has been anonymised will, for
example, have a (very small) risk of disclosure. Making it clear that the user must not attempt to
identify individuals is part of our licence regime.

G. Retention Guidelines: Provides documentation on its guidelines for data retention.

This may be a language issue but retention may apply to both the length of time that a dataset is
expected to be maintained or whether or not there are requests for the withdrawal of personal
information in a dataset.

H. Violations: Has plans for addressing violations of terms-of-use by users and data
mismanagement by the repository.

It might be better to use the word processes as opposed to plans. Having plans might imply that
these are only in the development phase and not operational.

I. Request Review: Has an established data access review or oversight group responsible for
reviewing data use requests.

In the UK all accesses to data which is deemed personal under the Data Protection Act (or any other
legal gateway) are approved by Data Access Committees which have different processes for
reviewing data use requests.

Conclusion

In general these characteristics are all sensible and valid; in our opinion only some wording changes
for clarity or extensions to provide additional meaningful detail are necessary. It is also worth noting
that the CoreTrustSeal is a community-based standard which provides an assessment against
trustworthy digital repositories. They already provide detailed guidance on a set of actions/activities
which are required for a digital repository to be considered to be trustworthy. So, their requirements
overlap with and complement the characteristics here. However, there is little here which is not
already within the CoreTrustSeal, and it might be worth considering making the first characteristic to
be certified against the CoreTrustSeal.

Two significant omissions from this set of characteristics are noticeable. The first covers Scope --- the
repositories should have a detailed scope of engagement. This is important because it allows a
relationship between the mission (defining scope) and the ability to deal appropriately with the
data. Scope also allows for clarity in the skills which are required to manage a repository — and
having the correct skills to carry out the activities which are required by these characteristics.

The second covers user support. Some user support is generalist, but some is specific. All
repositories which are dealing with specialist data, should be in a position to provide some human-
level support about the data. (Not just the finding and accessing of data.) Therefore | would also


https://www.coretrustseal.org/

recommend these two additional characteristics. Repositories may have additional objectives which
are not specifically required, but help facilitate the process. The UK Data Service, for example,
carries out a fair amount of training, which is specific to the data which it facilitates access to. This is
not a requirement, of course, but it allows for better (a higher quality) level of support to
researchers.

6 March 2020

This document is also available at: doi: 10.5281/zenodo0.3698973



Thank you for the opportunity to respond to the White House Office of Science and Technology
Policy (OSTP) request for information (RFI) regarding desirable characteristics for data
repositories used to locate, manage, share and use data resulting from Federally funded research.

The Academy for Radiology & Biomedical Imaging Research (Academy) is a non-profit
advocacy organization representing stakeholders of the medical imaging (MI) research
community, which advocates for federal investment in medical research broadly and medical
imaging specifically at the National Institutes of Health (NIH) and across government agencies.

It is important to note that medical images of a patient are one of the most data-rich,
complicated, variable and voluminous resources that result from basic and clinical research
funded by Federal agencies. With the advancement of artificial intelligence (AI) applications in
medicine the need for data repositories that not only demonstrate the accomplishments of past
research, but also support future research is critically important. We are honored to provide our
perspective.

A crucial first step to support M1 research and development is to aggregate large, anonymized
medical image datasets, creating a repository at a secure site (or multiple secure sites), neutral to
disparate interests, and with a low barrier to access. These so-called “safe havens” are intended
to protect the anonymity of patients’ personal health information (PHI) and related regulations
(e.g., HIPAA) while creating broad access for technological development.

Some of the key desirable characteristics for data repositories include:

e Honest Broker: Establish an intermediary structure that serves as an “honest broker” for
users of the data while maintaining confidentiality. Currently, academic and healthcare
institutions are reluctant to share patient data with industry or even each other due to
concerns about confidentiality, others using their data in ways possibly not intended (e.g.,
running studies without having relevant information about the cases like the gold
standard for the diagnosis), and simply losing their data to outside parties. The repository
would remove these concerns and facilitate more collaborations and data sharing in a
secure and confidential manner.

e Provide Reliable and Validated Data Anonymization Tools: MI and related patient
data must be anonymous in order to be stored in a repository for public access. Ideally the
repository should provide reliable and validated anonymization tools for users who do not
have access to such tools at their institution. The repository should also have a process in
place to periodically verify that data are properly anonymized.

e Protection of IP: This type of effort requires a neutral, horizontally-structured platform
that would encourage stakeholder collaboration and cooperation in an environment where
IP and related commercialization concerns are mitigated by the third-party nature of the
MI research and development platform ecosystem.

e User-Friendly Query Interface: In order to be useful to the broader research
community, a repository must be easy to access, navigate and use. It should not require
programming or other technical skills that the average non-technical clinical researcher
dose not possess. The system should allow direct ad-hoc queries (with adequately
prepopulated search terms) that would allow for ready cohort discovery, identification



and selection of useful and relevant data elements/cases, and download of (anonymized)
data into commonly used database formats (e.g., CSV, DICOM) for data extraction and
analysis.

e IRB interface: The repository should have a process in place whereby IRB/IACUC and
other relevant approvals can be uploaded and verified before users gain access to the
repository.

e Curation: The repository data must be curated to ensure that data are properly
anonymized, acquired under proper IRB/IACUC procedures and comply with other
regulatory considerations (HIPAA), and are updated if necessary (e.g., new information
becomes available that changes the “gold standard” or other relevant information
associated with the data).

The envisioned resource, once created, would be most valuable if it is sustainable into the future
as imaging modalities/technologies change with time. It cannot merely be a one-off intermediate
endeavor.



From: jsh416@gmail.com

To: OpenScience(@ostp.eop.gov.

Subject: RFC Response: Desirable Repository Characteristics

This response is submitted by J. Steven Hughes, Information Architect for the Planetary Data
System. Steve is currently a Principal Computer Scientist at the Jet Propulsion Laboratory.

Primary discipline: Information Architect and Digital Archivist.

The Planetary Data System (PDS) is NASA’s official archive for Solar System Exploration
science data. It is a federation of science discipline nodes formed in response to the findings of
the Committee on Data Management and Computing (CODMAC) [1] that a “wealth of science
data would ultimately cease to be useful and probably lost if a process was not developed to
ensure that the science data were properly archived.”

The PDS started operations in 1990 with the mission statement, “to facilitate achievement of
NASA'’s planetary science goals by efficiently collecting, archiving, and making accessible
digital data and documentation produced by or relevant to NASA’s planetary missions, research
programs, and data analysis programs.”

After two decades of successful operations, the PDS transitioned to a more modern system based
on foundational principles from ISO 14721, the Open Archival Information System (OAIS)
Reference Model, and lessons-learned from two decades of operations. ISO 14721 is the seminal
document for trustworthy data repositories. Subsequently an informal “desk” audit was
conducted on the PDS using the ISO 16363 standard, a standard designed specifically to test
repository compliance with the ISO 14721 standard. The PDS met over 90% of the ISO 16363
requirements, a significant achievement.

As a response to this RFC, requirements from the ISO 16363 standard and principles from ISO
14721 have been mapped to the desirable characteristics presented in the RFC’s draft guidelines.
The intent is to illustrate how ISO 14721 principles and ISO 16363 requirements can help enable
and test that an archive has the desirable characteristics listed in this RFC.

A list of definitions has been provided at the end of this document.

I. Desirable Characteristics for All Data Repositories

A. Persistent Unique Identifiers: Assigns datasets a citable, persistent unique identifier (PUID),
such as a digital object identifier (DOI) or accession number, to support data discovery, reporting
(e.g., of research progress), and research assessment (e.g., identifying the outputs of Federally



funded research). The PUID points to a persistent landing page that remains accessible even if
the dataset is de-accessioned or no longer available.

4.2.4 The repository shall have and use a convention that generates persistent, unique
identifiers for all AIPs. (ISO 16363)

B. Long-term sustainability: Has a long-term plan for managing data, including guaranteeing
long-term integrity, authenticity, and availability of datasets; building on a stable technical
infrastructure and funding plans; has contingency plans to ensure data are available and
maintained during and after unforeseen events.

4.2.9 The repository shall provide an independent mechanism for verifying the integrity
of the repository collection/content. (ISO 16363)

4.6.2 The repository shall follow policies and procedures that enable the dissemination of
digital objects that are traceable to the originals, with evidence supporting their
authenticity. (ISO 16363)

5.1.1 The repository shall identify and manage the risks to its preservation operations and
goals associated with system infrastructure. (ISO 16363)

3.1.2.1 The repository shall have an appropriate succession plan, contingency plans,
and/or escrow arrangements in place in case the repository ceases to operate or the
governing or funding institution substantially changes its scope. (ISO 16363)

3.1.2.2 The repository shall monitor its organizational environment to determine when to
execute its succession plan, contingency plans, and/or escrow arrangements. (ISO 16363)

C. Metadata: Ensures datasets are accompanied by metadata sufficient to enable discovery,
reuse, and citation of datasets, using a schema that is standard to the community the repository
serves.

4.5.1 The repository shall specify minimum information requirements to enable the
Designated Community to discover and identify material of interest. (ISO 16363)

4.2.5.2 The repository shall have tools or methods to determine what Representation
Information is necessary to make each Data Object understandable to the Designated
Community. (ISO 16363)

3.3.1 The repository shall have defined its Designated Community and associated
knowledge base(s) and shall have these definitions appropriately accessible. (ISO 16363)

Mandatory Responsibility - Ensure that the information to be preserved is independently
understandable to the Designated Community. In particular, the Designated Community



should be able to understand the information without needing special resources such as
the assistance of the experts who produced the information. (ISO 14721)

D. Curation & Quality Assurance: Provides, or has a mechanism for others to provide, expert
curation and quality assurance to improve the accuracy and integrity of datasets and metadata.

3.3.2.1 The repository shall have mechanisms for review, update, and ongoing
development of its Preservation Policies as the repository grows and as technology and
community practice evolve. (ISO 16363)

E. Access: Provides broad, equitable, and maximally open access to datasets, as appropriate,
consistent with legal and ethical limits required to maintain privacy and confidentiality.

4.6.1 The repository shall comply with Access Policies. (ISO 16363)

4.5.1 The repository shall specify minimum information requirements to enable the
Designated Community to discover and identify material of interest. (ISO 16363)

F. Free & Easy to Access and Reuse: Makes datasets and their metadata accessible free of charge
in a timely manner after submission and with broadest possible terms of reuse or documented as
being in the public domain.

4.6.1 The repository shall comply with Access Policies. (ISO 16363)

G. Reuse: Enables tracking of data reuse (e.g., through assignment of adequate metadata and
PUID).

4.3.4 The repository shall provide evidence of the effectiveness of its preservation
activities. (ISO 16363)

H. Secure: Provides documentation of meeting accepted criteria for security to prevent
unauthorized access or release of data, such as the criteria described in the International
Standards Organization's ISO 27001.

5.2.1 The repository shall maintain a systematic analysis of security risk factors
associated with data, systems, personnel, and physical plant. (ISO 16363)

5.2.2 The repository shall have implemented controls to adequately address each of the
defined security risks. (ISO 16363)

I. Privacy: Provides documentation that administrative, technical, and physical safeguards are
employed in compliance with applicable privacy, risk management, and continuous monitoring
requirements.

4.3.2 The repository shall have mechanisms in place for monitoring its preservation
environment. (ISO 16363)



5.2.1 The repository shall maintain a systematic analysis of security risk factors
associated with data, systems, personnel, and physical plant. (ISO 16363)

J. Common Format: Allows datasets and metadata to be downloaded, accessed, or exported from
the repository in a standards-compliant, and preferably non-proprietary, format.

4.2.5.1 The repository shall have tools or methods to identify the file type of all submitted
Data Objects. (ISO 16363)

4.2.5.2 The repository shall have tools or methods to determine what Representation
Information is necessary to make each Data Object understandable to the Designated
Community. (ISO 16363)

4.3.2.1 The repository shall have mechanisms in place for monitoring and notification
when Representation Information is inadequate for the Designated Community to
understand the data holdings. (ISO 16363)

5.1.1.1.5 The repository shall have software technologies appropriate to the services it
provides to its designated communities. (ISO 16363)

K. Provenance: Maintains a detailed log file of changes to datasets and metadata, including date
and user, beginning with creation/upload of the dataset, to ensure data integrity.

Mandatory Responsibility: Make the preserved information available to the Designated
Community and enable the information to be disseminated as copies of, or as traceable to,
the original submitted Data Objects with evidence supporting its Authenticity. (ISO
14721)

Provenance Information: (Listed as information necessary for adequate preservation)
Provenance Information documents the history of the Content Information. This tells the
origin or source of the Content Information, any changes that may have taken place since
it was originated, and who has had custody of it since it was originated, providing an
audit trail for the Content Information. (ISO 14721)

Definitions:
AIP: Archival Information Package: An Information Package, consisting of the Content
Information and the associated Preservation Description Information (PDI), which is

preserved within an OAIS. (ISO 14721)

Content Information: A set of information that is the original target of preservation or that
includes part or all of that information. (ISO 14721)



Designated Community: An identified group of potential Consumers who should be able
to understand a particular set of information. The Designated Community may be
composed of multiple user communities. A Designated Community is defined by the
Archive and this definition may change over time. (ISO 14721)

Mandatory Responsibilities: Mandatory responsibilities are those responsibilities that an
organization must discharge in order to operate an OAIS Archive. (ISO 14721)

Preservation Description Information (PDI): The information which is necessary for
adequate preservation of the Content Information and which can be categorized as
Provenance, Reference, Fixity, Context, and Access Rights Information. (ISO 14721)

Provenance Information: The information that documents the history of the Content
Information. This information tells the origin or source of the Content Information, any
changes that may have taken place since it was originated, and who has had custody of it
since it was originated. The Archive is responsible for creating and preserving
Provenance Information from the point of Ingest; however, earlier Provenance
Information should be provided by the Producer. Provenance Information adds to the
evidence to support Authenticity. (ISO 14721)

Representation Information: The information that maps a Data Object into more
meaningful concepts. An example of Representation Information for a bit sequence
which is a Flexible Image Transport System (FITS) file might consist of the FITS
standard which defines the format plus a dictionary which defines the meaning in the file
of keywords which are not part of the standard. (ISO 14721)

[1] National Research Council. 1986. Issues and Recommendations Associated with Distributed Computation and Data Management Systems for
Space Science, Committee on Data Management and Computing, Space Studies Board, National Academy Press, Washington, DC, pp. 95.
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RFC Response: Desirable Repository Characteristics

Dear Dr. Droegemeier:

With regard to desirable characteristics for data repositories, please refer to our papers on the DREAM principles
and the FAIR metrics that we have published in diverse professional organizations and communities including IEEE,
AMIA and ASIS&T over the past 13 years. All of our published papers on the PORTAL-DOORS Project have been
freely and continuously available since 2007 at www.portaldoors.org. They can be found at the publicly accessible
web page www.portaldoors.org/PDP /Site/Papers which also provides access to our conference presentations dating
back to those at IEEE, AMIA and W3C in the early years 2008-2010 of the PORTAL-DOORS Project.

We support the PDP and NPDS principles from the original PORTAL-DOORS Project that began in 2006. Recently,
we have re-named the PDP-NPDS principles as the DREAM principles for the phrase “Discoverable Data with
Reproducible Results for Equivalent Entities with Accessible Attributes and Manageable Metadata.” Moreover,
we support the FAIR metrics as the truly quantitative numerical metrics that we have defined for FAIR as the
logically consistent and self-referential acronym for the phrases “Fair Attribution to Indexed Reports and Fair
Acknowledgment of Information Records.”

Those who wish to promote fairness in any ordinary English use of the word fair should adhere to the ethical
standards promoted by the COPE organization at publicationethics.org as well as many other organizations that
promote integrity in science and scholarly research publishing. Thus, being fair and promoting fairness also should
respect the historical record of the published literature with fair citation and discussion of previously published
papers with attention to the importance of equivalent entities.

Quoting from our recent paper published at IEEE eScience 2019, “we emphasize that science will be neither repro-
ducible nor fair without recognition, acknowledgment, attribution and citation of equivalent entities regardless of
whether those equivalent entities are considered to be scientific hypotheses, scientific experiments, scientific data,
scientific results or published articles in the scientific literature.”

We recommend that OSTP and government funding agencies adopt a policy that provides better support for data
repositories with sufficient attention to and funding for research and development of solutions to the problems
of scientific misconduct. In particular, we recommend allocation of funding to support development of software
algorithms and software agents for the automated detection and prevention of scientific misconduct, including
plagiarism of the data and plagiarism of published papers about the data technologies, as well as other fraudulent
misuse of these data repositories.

Sincerely,

Carl Taswell, MD, PhD
CTaswell@BrainHealthAlliance.org
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Dear Mr. Bonyun,

On January 17, 2020, the Executive Office of the President, Office of Science and Technology
Policy (hereinafter OSTP) published a Notice for public comments on the characteristics desired
for data repositories storing data from federally funded research projects. We thank the OSTP
for the opportunity to submit comments to the Draft Desirable Characteristics of Repositories
for Managing and Sharing Data Resulting from Federally Funded Research.

1 The Future of Privacy Forum (FPF) is a nonprofit organization that serves as a catalyst for privacy
leadership and scholarship, advancing principled data practices in support of emerging technologies.

2 The views herein do not necessarily reflect those of our supporters or our Advisory Board.



FPF are broadly supportive of the draft guidelines. We believe that the requirement for data
built through federally funded projects to be made indefinitely available as described in Part |
clearly preserves stewardship of public resources and ensures thoughtful data management and
data security from acquisition to archiving to de-accession.

We wish to offer suggestions to modify components of Part 11, Additional Considerations for
Repositories Storing Human Data (even if de-identified) to ensure effective data sharing
between organizations, whether public or private. Our comments are intended to encourage
the OSTP to adopt a strong, risk-conscious, approach to privacy protections in the context of
sharing personal data gathered through Federally funded research projects. Our concern is that
stipulations listed in Part Il may limit data sharing across organizations due to incompatibilities
in privacy law frameworks, due to enthusiastic but misguided efforts to subject all human data
to “"HIPAA” data requirements, and due to insufficiently articulated enforcement mechanisms
that will may limit robust pathways to realization of these desiderate. We outline our
recommendations in line with each of the components to Part Il on which we comment.

Part 11.A: Fidelity to Consent

Consent may be an appropriate mechanism for protecting the privacy and data rights of
research participants in many cases, but not in all cases. Guidance from the European Data
Protection Board (EDPB) reminds that consent may be less appropriate when there is an
imbalance of power between data subjects and researchers.s FPF encourages OSTP to adopt a
nuanced approach to requirements for fidelity to consent that acknowledge the limitations to
consent and reinvigorates the use of consent documents to outline which research purposes
conform to participants expectations.

Recent discussions by EU statess and by the EU Data Protection Supervisors itself suggest that
EU member states will permit sharing of de-identified research data under the guide of “broad
consent”. “Broad consent” permits researchers to use data for almost any form of clinical
research when the data was originally given for the purpose of clinical research. Likewise, the
2018 Revisions to the Common Rule, “broad consent for secondary use may be obtained when
standard informed consent is obtained for the original or initial primary research when
investigators are interacting or intervening with subjects, for example, for a clinical trial”.s Broad
consent requirements give investigators the latitude to request that subjects consider future

3 Article 29 Working Party (2018). Guidelines on Consent under Regulation 2016/679.
https://ec.europa.eu/newsroom/article29/document.cfm?action=display&amp;doc_id=51030

4 Federal Ministry of Justice and Consumer Protection. (2020). Opinion of the Data Ethics Commission.
Federal Government of Germany. January 22, 2020.

5 European Data Protection Supervisor (EDPS). (2020). A Preliminary Opinion on Data Protection and

Scientific Research. January 6, 2020. https://edps.europa.eu/sites/edp/files/publication/20-01-
06_opinion_research_en.pdf

6 Office for Human Research Protectlons (2018) Rewsed Common Rule Q&As July 30, 2018.
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https://www.hhs.gov/ohrp/education-and-outreach/revised-common-rule/revised-common-rule-q-and-a/index.html#broad-consent-in-the-revised-common-rule

unknown uses of their data and give consent to those unknown future uses, within the
restrictions that they must set out for the period of time the data may be stored, maintained, or
used. Under these terms, investigators do not need to re-approach subjects to notify them if
clinically relevant research results emerge from secondary use under broad consent.

The requirement that data managed and shared under these guidelines are faithful to the
original consent statement is contradictory to present thinking whether in the US or its major
research competitors in the EU.

Part 11.B: Restricted Use Compliant

The restricted use compliance requirement outlines that a data repository will enforce
submitters’ data use restrictions. Two concerns arise regarding this requirement: 1)
requirements for data repositories to reconfirm and “evergreen” data submitters’ preferences
for data use restrictions and 2) repositories’ required responses to change data as the
individuals who submitted data change their individual requirements for data use. Particularly as
legislation evolves which allows consumers to restrict secondary uses of their data, including
removing their information from databases, repositories may become liable for checking to
ensure that individuals’ data uses restrictions are reflected in the data use restrictions sent by
data holders to repositories.

Part 11.C: Privacy

FPF recommends that the OSTP include a strong statement for the protection of research
subjects’ data privacy throughout the research data lifecycle. We recommend adoption of a
nuanced and targeted approach to privacy protection which recognizes the different risks to
participants that arise from storing and sharing research data in the many forms that research
data takes. We advise OSTP to consider including stronger language that outlines best practices
for de-identification of data for research uses and recommend OSTP to consult our materials
developed on this topic.7 However, HIPAA requirements are both too narrow and too broad to
be applied wholesale to research data. A nuanced assessment of the risks based on data types
is needed to protect participants privacy and facilitate data sharing.

We are concerned that the language associated with privacy conflates privacy with security in
ways that could lead to aggressive management of all forms of repository data through
application of the HIPAA privacy and security rule.e While cybersecurity and privacy are
intertwined, as the NIST Privacy Framework 1.09 outlines, security rules for human subjects
data as outlined in HIPAA are not appropriate for all forms of individually identifiable data as
described in this Notice. Our partners in research institutions report that secondary uses of data
are stymied by broad application of HIPAA requirements for safeguarding of data, including

7 Finch, K. (2016). A Visual Guide to Practical Data De-ldentification. https://fpf.org/2016/04/25/a-visual-

s Department of Health and Human Services, Health Information Privacy. (2013). Summary of the HIPAA

Security Rule. July 26, 2013. https://www.hhs.gov/hipaa/for-professionals/security/laws-
lations/i

9 National Institutes of Standards and Technology. (2020). NIST Privacy Framework, Version 1.0: A Tool
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HIPAA level security protocols. One of our concerns is that this section could be read to re-
interpret the role of research data repositories as “business associates” under the HIPAA
security rule would amplify a risk-averse approach to data sharing and collaboration.1o
Although “organization that acts merely as a conduit for protected health information” is not
considered to be subject to a Business Associate Contract under the HIPAA Security rule, there
is latitude for reinterpretation of this given other obligations listed for data repositories in this
notice. Particularly if data sharing repositories are required to ensure continuous updating of
data providers’ sharing preferences, there is an argument to be made that these repositories
will perform “data aggregation” or “data analysis” functions in order to carry out their normal
business activities.

For organizations that encourage data sharing as part of their repository function or through
their work with repositories, imposition of HIPAA Security Rule requirements would be onerous,
whether de jure through specification as such here or de facto through adoption of a common
risk averse posture. We recommend that the OSTP work with organizations like FPF to carefully
craft the language around privacy protections, whether data is de-identified or not, in
repositories storing human data.

Part 11.E: Download Control

We applaud the inclusion of language here to describe control and audit mechanisms for
download of datasets that contain data on human subjects. We encourage stronger language to
be included that addresses the automated downloading (“scraping”) of datasets from
repositories. In particular, we encourage OSTP to include language that encourages software
developers, such as the Python Software Foundation, to include dependencies in their scraping
and analytics packages that notify users when their scraping violates repository terms of service
or that notify repositories that their data is being scraped. We support use of data in
development of automated processes and machine learning research, but encourage a more
robust set of controls that incorporate software companies as part of the organizations
responsible for download control.

In addition, and in conjunction with our remarks for Part I1.H. we encourage the OSTP to
pursue design of enforcement actions against organizations who create “shadow repositories”
for unrestricted uses of research data.

Part 11.F: Clear Use Guidance

To effectively facilitate use of data in repositories, a clear-language approach, with robust
verbal and symbolic descriptions of restrictions and use permissions, should be incorporated
into final requirements for use guidance. The Future of Privacy Forum has developed
infographics that describe data on a spectrum of fully identified to fully anonymized on which

10 “A “business associate” is a person or entity that performs certain functions or activities that involve
the use or disclosure of protected health information on behalf of, or provides services to, a covered
entity. Business associate functions and activities include: claims processing or administration; data
analysis, processing or administration; utilization review; quality assurance; billing; benefit management;
practice management; and repricing. Business associate services are: legal; actuarial; accounting;
consulting; data aggregation; management; administrative; accreditation; and financial. See the
definition of “business associate” at 45 CFR 160.103.” (Emphasis added).



we have received excellent user feedback regarding interpretability and explicability.11 We
encourage adoption of our model as one mechanism for description of datasets and terms of
their use. Including language that outlines the potential privacy risks for reuse of the data,
including results from a well-designed open data risk-benefit assessment, will clarify boundaries
to privacy respecting reuse of the data.i2

Part 11.H: Violations

With respect to security of the repository itself, we applaud adaptation of the NIST
Cybersecurity Frameworkis and NIST Privacy Frameworks for all repositories storing any form of
human subject’s data acquired through federally funded research projects, whether funding is
direct or “flow through”. We encourage the OSTP to include strong language and a robust
organization architecture for enforcement of violations of the terms of fair use for data
repositories. In particular, we encourage the OSTP to collaborate with analytics software
companies to develop dependencies in their packages that monitor and report uses of data
from repositories.

Part 11.1: Request for Review

The Future of Privacy Forum welcomes the opportunity to work with the OSTP to develop
policies and procedures necessary to implement an oversight group that can be responsible for
reviewing data use requests on behalf of repositories storing human subjects data from
federally funded research projects. We have received a grant for the express purpose to design
an ethical review process for data sharing between corporations and research organizations.is
We have committed to development of an ethical data sharing review board that broadly meets
the mandate described in this Notice for comment. While it is not our intent to develop a data
repository, we will provide a framework for review that is compatible with the research ethics
and research integrity infrastructure that already governs federally funded research projectsis
and will serve as an independent body to provide review of data sharing arrangements made
between for-profit and not-for-profit, non-profit, academic, and other organizations when those
data sharing arrangements are made for the specific purpose of research. Our expertise in

11 Finch, K. (2016). A Visual Guide to Practical Data De-ldentification. https://fpf.org/2016/04/25/a-

12 Finch, K. (2018). FPF Publishes Model Open Data Benefit-Risk Analysis. https://fpf.org/2018/01/30/fpf-

13 National Institute for Standards and Technology. (2018). Cybersecurity Framework Version 1.1.

https://www.nist.gov/cyberframework/framework

14 Leong, B. (2019). FPF Receives Grant to Design Ethical Review Process for Research Access to
Corporate Data. : i i i i
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corporate data sharing practicesis,17, privacy risks for machine learning systemsis and
embedding data protection principles for machine learningis puts our organization in an ideal
place to serve as a reliable partner for oversight of data use requests.

Conclusion

We commend the Office of Science and Technology Policy for their engagement with
stakeholders on crafting these draft characteristics for data repositories. We welcome additional
engagement with OSTP as these draft desirable characteristics are developed into more robust
guidelines.

16 Harris, L. & Sharma, C. (2017). Understanding Corporate Data Sharing Decisions: Practices,
Challenges and Opportunities for Sharlng Corporate Data W|th Researchers

18 Stalla-Bourdillon, S., Leong, B., Hall, P., & Burt, A. (2019). WARNING SIGNS: The future of privacy and
securlty in an age of machlne Iearmng https://fpf.org/2019/09/20/warning-signs-identifying-privacy-and-

19 Stalla-Bourdillon, S., Rossi, A., & Zanfir-Fortuna, G. (2019). Data Protection by Process: How to
Operatlonallze Data Protection by DeS|gn for Machlne Learnlng hﬂpslﬂpigtglmlﬂllﬂlﬂnemuumla
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RFC Response: Desirable Repository Characteristics

Organization: National Renewable Energy Laboratory (NREL)
Person(s) filing the comments:

e Debbie Brodt-Giles: NREL Group Manager Data, Analytics, Tools and Applications
(DATA) and participating member of the Federal Data Strategy Working Group

e Kris Munch: Acting Director, Computational Sciences Center

e Robert White: Sr. Scientist, Research Operations, Materials and Chemical Science and
Technology

e Courtney Pailing: Scientific Data Systems Project Leader, Data Management, Analysis
and Visualization, Computational Science Center

Primary Scientific Disciplines for all persons commenting: Data science and data management
in a scientific research organization

Comments are included in-line colored red below:

DRAFT Desirable Characteristics of Repositories for Managing and Sharing Data
Resulting From Federally Funded or Supported Research

I. Desirable Characteristics for All Data Repositories

A. Persistent Unique Identifiers: Assigns datasets a citable, persistent unique identifier (PUID),
such as a digital object identifier (DOI) or accession number, to support data discovery, reporting
(e.g., of research progress), and research assessment (e.g., identifying the outputs of Federally
funded research). The PUID points to a persistent landing page that remains accessible even if
the dataset is de-accessioned or no longer available. (This is important, especially for
scientific/research data, because the unique persistent identifier is utilized and referenced
in publications; therefore, as a publication will persist forever, so should the data that

supports the research findings.)

B. Long-term sustainability: Has a long-term plan for managing data, including guaranteeing

long-term integrity, authenticity, and availability of datasets; building on a stable technical



infrastructure and funding plans; has contingency plans to ensure data are available and
maintained during and after unforeseen events. (Agreed — this is very important. You may
want to request that agencies, offices, and programs consider developing a common
repository that would enable an agency-level repository funded similarly as to other key
operations resources. Often the hardest part to establish funding into the future. A general
site might do well in many cases for supporting a site with extended longevity. However,
some data is not as easily stored in simple publication repo style sites (e.g. Time-series
repositories, or material science databases). They all can have DODI’s as indicated in A., but

storing them is a harder process.)

C. Metadata: Ensures datasets are accompanied by metadata sufficient to enable discovery,
reuse, and citation of datasets, using a schema that is standard to the community the repository
serves. (Extremely important, because the metadata is what turns data into contextual
information, particularly as it applies to the reproducibility of experimental data. It is also
some of the most elusive and difficult to capture, since much exists only in lab notebooks, if
it did not make it into a publication. While it can be easy to require the most basic
metadata (e.g. who, what, when, where), other aspects are quite variable depending on the
data source generations; different instruments need different metadata to establish

context.)

D. Curation & Quality Assurance: Provides, or has a mechanism for others to provide, expert
curation and quality assurance to improve the accuracy and integrity of datasets and metadata.
(NREL has created several curation-based data repositories for the U.S. Department of
Energy. These repositories, allow for data input from external sources, enables data to be
curated by experts, holds data under moratoriums until the data is acceptable for release,
and, once released, the datasets are made accessible and they are federated to other
relevant data repositories like Data.gov, OSTI, and others. Additionally, NREL has
developed and implemented repeatable processes on public data hubs and repositories to
ensure public data undergoes thorough yet streamlined reviews prior to being made public.
These processes should be documented, diagramed and available to the public when

possible. These applications could be used as examples for others, and/or could be



leveraged to build new repositories. Examples: Geothermal Data Repository
(https://gdr.openei.org), Marine Hydrokinetic Data Repository (https://mhkdr.openei.org),
DuraMat Data Hub (https://datahub.duramat.org), HydroGEN Data Hub
(https://datahub.h2awsm.org), HyMARC Data Hub (https://datahub.hymarc.org),
ChemcCatBio Data Hub (https://datahub.chemcatbio.org) and ElectroCat Data Hub

(https://datahub.electrocat.org).

E. Access: Provides broad, equitable, and maximally open access to datasets, as appropriate,

consistent with legal and ethical limits required to maintain privacy and confidentiality.

F. Free & Easy to Access and Reuse: Makes datasets and their metadata accessible free of charge
in a timely manner after submission and with broadest possible terms of reuse or documented as
being in the public domain. (The goal should always focus on free and easy access to data, as
well as follow the FAIR (Findability, Accessibility, Interoperability, and Reusability)
guiding principles for scientific data stewardship, but sometimes data can be complex and
very large which can make it more difficult to access. We have experience with providing
access to extremely large datasets. For example, we are providing 40-100 TBs of renewable
energy resource data to users based on a new model. We are leveraging our partnerships
with cloud hosting providers (Amazon Web Services (AWS) and Google) to host our high-
value open datasets for free in the cloud. The data is free to all users and they can get the
data directly from AWS and Google in a variety of ways. They can choose to access data in
the cloud and move it to an environment in the same regional zone free of charge. They
can also utilize our Data Lake environment that enables them to mash-up data and do
computations on the data free of charge. If a user wants to download the data to their own
computer or transfer it to a different regional cloud environment, then the user will incur
costs to “transfer” that data elsewhere. This model allows for free access and easy reuse —
but puts the data transfer costs on the user (similar to getting a book for free but paying for
shipping costs). I wanted to bring up this example, because although the data itself should
always be free, sometimes a user may incur a transaction cost for moving the data to
various locations. Generally, the availability of cloud services, along with the raw data,

support the ease of reuse, although it may cost the user some of their own money.


https://gdr.openei.org/
https://mhkdr.openei.org/
https://datahub.duramat.org/
https://datahub.h2awsm.org/
https://datahub.hymarc.org/
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G. Reuse: Enables tracking of data reuse (e.g., through assignment of adequate metadata and
PUID). (Usefulness of this depends on how you plan to use this information. This could be
tough to implement, but interesting. A scan of DOIs used in publications after the initial
generation of the data would be possible, but if only used as a citing reference then the DOI
would generate a false positive on whether the data was re-used or simply providing

supporting context.)

H. Secure: Provides documentation of meeting accepted criteria for security to prevent
unauthorized access or release of data, such as the criteria described in the International

Standards Organization's ISO 27001 (https.//www.iso.org/isoiec-27001-information-

security.html) or the National Institute of Standards and Technology's 800-53 controls

(https://nvd.nist.gov/800-53). (Good, but we need a common guide within agencies for these

same issues and not depend on an aggregate of several other institutions. We also need the
guide to be easy enough for researchers to understand what needs to be in place when
requesting development of sites to distribute their data either to a private consortium,
customers, or a general public release: Bonus application is figuring this out for mixed

moderate public data repositories.)

L. Privacy: Provides documentation that administrative, technical, and physical safeguards are
employed in compliance with applicable privacy, risk management, and continuous monitoring

requirements.

J. Common Format: Allows datasets and metadata to be downloaded, accessed, or exported from
the repository in a standards-compliant, and preferably non-proprietary, format. (Within certain
science domains and standardized analysis this might be possible. A better idea would
adhere to the best practices of data science where data should be: Non-proprietary,
Unencrypted, Un-compressed, common adoption, easily interoperable by machines and
humans. Typically, this means simple ASCII or UTF-8, CSV for datasets, simple text files

for all other relevant information.)


https://www.iso.org/isoiec-27001-information-security.html
https://www.iso.org/isoiec-27001-information-security.html
https://nvd.nist.gov/800-53

K. Provenance: Maintains a detailed logfile of changes to datasets and metadata, including date
and user, beginning with creation/upload of the dataset, to ensure data integrity. (Repositories
should also try to track new iterations of the dataset. For example, if a user took a dataset,
added new data to it, and created a new dataset with the original data as the base, that new
dataset should provide provenance that gives proper recognition to the original data owner
and informs the public about how the new dataset differs from the original. In many cases
this is possible and needed. Providence in live datasets from a database are harder to

control.)

L. Licensing: Documents the proper license terms for each dataset to allow users to
properly use, reuse, and attribute data to the data owner (citing formats and license terms).

NREL lists DOI as well as the OSTI DOE Data Explorer page (see Citation Information)

alongside public datasets when possible.)

I1. Additional Considerations for Repositories Storing Human Data (Even if De-Identified)

A. Fidelity to Consent: Restricts dataset access to appropriate uses consistent with original
consent (such as for use only within the context of research on a specific disease or condition).
B. Restricted Use Compliant: Enforces submitters' data use restrictions, such as preventing
reidentification or redistribution to unauthorized users.

C. Privacy: Implements and provides documentation of security techniques appropriate for
human subjects' data to protect from inappropriate access.

D. Plan for Breach: Has security measures that include a data breach response plan.

E. Download Control: Controls and audits access to and download of datasets.

F. Clear Use Guidance: Provides accompanying documentation describing restrictions on

dataset access and use.
G. Retention Guidelines: Provides documentation on its guidelines for data retention.

H. Violations: Has plans for addressing violations of terms-of-use by users and data
mismanagement by the repository.
I. Request Review.: Has an established data access review or oversight group responsible for

reviewing data use requests.


https://datahub.h2awsm.org/dataset/2019-water-splitting-technologies-benchmarking-and-protocols-workshop

RDAP response to Draft Desirable
Characteristics of Repositories for
Managing and Sharing Data Resulting
From Federally Funded Research

Responder: The Research Data Access & Preservation Association (RDAP)
Response: Discipline Agnostic
Role: Data Practitioner Professional Association

The Research Data Access and Preservation (RDAP) Association offers its comments on the
Draft Desirable Characteristics of Repositories for Managing and Sharing Data Resulting From
Federally Funded Research. To put this response in context, RDAP is a community of data
practitioners who work in a variety of roles and disciplines. Our goal is to support an engaged
community of information professionals committed to creating, maintaining, advancing, and
teaching best practices for research data management, access, and preservation. Many of us
are actively engaged in assisting researchers with writing and complying with data sharing
policies from publishers and funders from a variety of fields and facilitate data submission into
institutional repositories. Collectively we possess a wealth of knowledge on how to support data
management and sharing as well as the technical expertise to ensure that research data
remains usable and accessible.

The proposed use and application of the desirable characteristics

This document begins with what these characteristics will not be used for: “[flederal agencies
would not plan to use these characteristics to assess, evaluate, or certify the acceptability of a
specific data repository”. This statement needs to be clarified as it can be read in different ways.
One possible reading is that federal agencies themselves won'’t certify whether a repository is
acceptable or not. However, it could also be read as these characteristics should not be used to
evaluate repositories used to store federal research, which undercuts the goals of this
document. Additionally, this statement can seem contradictory to the remaining proposed
purposes. We largely agree with how these criteria should be used. Assisting Federally funded
investigators with identifying appropriate data repositories is a laudable goal; however,
researchers often need substantive help with this process, as they aren’t familiar with the
terminology listed below. To mitigate this issue, we suggest the inclusion of resources such as
local experts and online educational materials already available to fill these gaps in knowledge.




The appropriateness of the “Desirable Characteristics for All Data
Repositories”

A. Persistent Unique Identifiers

Persistent Unique Identifiers (PUIDs) are critical for data citation and data access, and
consequently, data reuse and reproducibility. Explicitly stating these downstream effects of
PUIDs will help researchers understand the importance of this characteristic. Recommendations
or rankings for the types of PUIDs would be useful, as there are many competing standards.

B. Long-term sustainability

This characteristic should be renamed to ‘preservation’ to match with the language commonly
used in current Data Management Plans (DMPs). Long-term preservation is not only about
keeping the data as-is over the long term, but also to protect against degradation and loss. If the
data aren’t also usable long term, the preservation efforts undertaken don’t mean much. This
characteristic should refer to the common format criterion and assess whether format migration
may be appropriate for the data type stored in a discipline-specific repository.

C. Metadata

Metadata is critical for understanding and citing data stored in repositories, and thus reuse. The
implications for reproducible research and metadata should be emphasized to indicate the
importance of this characteristic. Additionally, the word “sufficient” is not adequate guidance for
researchers, as metadata standards vary in depth and breadth of use. Once again, pointing to
resources that explain these terms and how to evaluate metadata options would improve the
utility of this document. We also encourage the Open Science Committee of OSTP consider
future guidance / further RFls about metadata standards for disciplines that currently don’t have
them.

D. Curation & Quality Assurance

This characteristic is straightforward if a repository has data curation staff who ensure that data
are curated properly upon submission. However, the phrasing “has a mechanism for others to
provide” is unclear. Does it mean that data curation is an allowable grant cost? If so, this seems
out of the scope of this document on infrastructure. Please clarify the intent of this clause.
Additionally, researchers will not likely have a good idea of what ‘expert curation’ means. This
term should be defined.

E. Access and F. Free & Easy to Access and Reuse:

The distinction between characteristics E and F is subtle, and ultimately not useful. We suggest
combining these characteristics or clarifying the intent of E and how it is different than F. We
also suggest broaching the concept of licensing to explicitly state conditions for use. This issue



is complicated because data are not copyrightable in all jurisdictions, or equally across formats
(e.g. text vs. images).

G. Reuse

This characteristic needs to be more specific. Does this mean only that a repository needs
sufficient metadata and a PUID? If so, these considerations are already covered in previous
characteristics. Does it mean that the repository itself must be able to enumerate where and
when data is cited? If so, then this is problematic as access to literature reference and citation
metadata is not universally free and open. Furthermore, standards on how to track and count
data citations, repository page views, and downloads are still in development. This section
should also include mention of what data formats should be used andhow to migrate obsolete
formats.

H. Secure

This characteristic lists a specific ISO and NIST standards, making it clear what technical
considerations are in play. However, it is not clear how the average researcher would be able to
determine whether a repository complies with these standards, making it less useful.

l. Privacy

Privacy is of the utmost concern, especially when dealing with controlled access databases that
contain private information. This characteristic contains general cybersecurity concepts that are
relevant, but doesn’t provide specifics about what is actually necessary for a particular data
type. Additionally, the language used in this characteristic would not be understandable by all
researchers and is therefore of limited utility to some of your target audiences. Suggesting
resources like local IT and data services staff to help evaluate these criteria is critical to mitigate
this concern.

J. Common Format

This characteristic should be moved up where the metadata characteristic is discussed.
Additionally, common formats for data and metadata should be separated into two
characteristics, as this concept is subtle and distinctions must be stated explicitly. Adding more
details on types of formats that are desirable or where to find standards would help researchers
interpret this characteristic.

K. Provenance

Logfiles are typically a feature that is hidden from the end user, and thus many researchers are
unaware of what they are and why they are important. More detail here would help researchers
understand what they are looking for; however, it's unclear how easy it would be to determine if
a given repository utilizes lodfiles to document changes. Additionally, addition of human
readable text for what changes were made and not logfiles will help with the usability of this
characteristic.



Il. Additional Considerations for Repositories Storing Human Data

We do not have specific comments on each of the considerations for repositories storing human
data, because we are not specialized in this area. We would like to emphasize that most
researchers are not fluent in data curation and cybersecurity concepts, and will likely need more
guidance than what is listed here. We recommend providing suggestions for where they can get
help with evaluating repositories for characteristics that they are not familiar with.

Additional characteristics that RDAP thinks should be included:

In general, the characteristics listed above are consistent with what is important when thinking
about where to deposit data. The existing repositories that we recommend to our faculty and
students largely meet the desirable characteristics listed here. However, one of your target
audiences, federally-funded investigators, would not find the current definitions helpful, as they
are not written in discipline neutral (i.e. non-jargon) language. Assuming that the terms used in
this document are widely understood is a mistake.

We appreciate the fact that these desirable characteristics are not intended to change
drastically over time, but as technology changes, the specifics must change and evolve with the
research landscape, new technologies, and new data security requirements. A criterion
regarding how the repository is funded and plans for data preservation in the event that funding
is no longer available should be added. Reminding researchers that many institutions have both
research data practitioners to answer their questions and institutional repositories to deposit
data when a disciplinary repository is not available could assist in reducing confusion and
increasing compliance. That said, we are not sure that the stated goal of improving consistency
will be met, as the desirable characteristics are similar to those already used for evaluation, and
do not add a stricter level of detail that would make them more useful to non-data practitioners.



RFC Response: Desirable Repository Characteristics
Name: Trevor Stanley

Organization: National Renewable Energy Laboratory
Scientific Discipline: Energy Science and Computer Science
Comments:

e Research funded by taxpayer dollars should be accessible in a timely manner and reasonable (i.e.
human readable and or interpretable) format so long as it does not adversely impact national security.
o This includes data that might be politically sensitive. All data and associated analysis of the data
should be open access irrespective of if the findings conflict with political or other interests.
Automatic metadata analysis should be published with any dataset that is being shared.
Consider using a public ledger and or blockchain approach for storing, sharing, referencing, and
confirmation/validation of all government datasets and ingested datasets from external entities.
o BurstlQ is an example of a company that does this with Healthcare and Pharmaceutical data
e Include descriptions of how the data was collected and or created and or compiled. This includes the
sources, instruments, and method of recording.



Below is a list of comments from offices across the National Oceanic and Atmospheric Administration in response to the Request for Public Comment on Draft Desirable
Characteristics of Repositories for Managing and Sharing Data Resulting From Federally Funded Research.

Submitted by Monica Youngman, Director, Data Stewardship Division in NOAA/NESDIS/NCEI. Primary scientific discipline: Physical Sciences. Role: Federal Manager in Data
Management.

Item (use N/Aif a

Affilatio general comment or
# Commenter Email n Role Discipline Section other) Comment
suggest adding an item on contingency plans to ensure data are
1 tyler.christensen@noaa.gov  NOS data manager data manager Section | N/A not lost if the repository needs to close
F. Clear Use should apply to all repositories, not just ones that store human
2 tyler.christensen@noaa.gov  NOS data manager data manager Sectionll Guidance data
G. Retention should apply to all repositories, not just ones that store human
3 tyler.christensen@noaa.gov  NOS data manager data manager Sectionll Guidelines data
Consider suggesting that repositories and archives have some
level of certification (e.g. core trust seal), to insure providers and
4 nazila.merati@noaa.gov NMFS data manager data manager General N/A users that data is "trustworthy"
Provide clear guidance to data providers about what is involved in
5 Nazila.merati@noaa.gov NMFS data manager data manager General N/A data submission and a timeline for submission through acceptance
Many of the characteristics in section 2 apply to environmental
biological and socioeconomic data and should be applied to all data in
6 nazila.merati@noaa.gov NMFS data manager sciences General N/A repositories
7 eugene.burger@noaa.gov OAR data manager data manager Section | N/A Allow for software source code archival, along with compilers.
Providing, or having the mechanism for others to provide, expert
curation and quality assurance is in theory a good thing, but in
practice could be problematic if (1) an outside non-Federal person
is identified - that could be problematic to get that person access
to the Federal archive from an IT security aspeced, and second,
whether an internal Fed or outside non-Fed is identified, the
resources have to be available to support that curation. Such
physical Curation and Quality resources are seldom if ever accounted for, they are simply
8 howard.diamond@noaa.gov OAR researcher sciences Section | Assurance assumed to be in place, and that is not a good assumption.
Provide guidance for the recommended process and timeframe of
physical data updates. How often should data entries be refreshed with
9 matthew.mahalik@noaa.gov OAR data manager sciences Section | N/A updated information, if at all?
Collaborative institute researchers desire this attribute to evaluate
10 chris.krug@noaa.gov OAR data manager data manager Section | Reuse 'value' of data.
all repositioires should provide clear guidance on what data and
information should be preserved to ensure independent
11 nancy.ritchey@noaa.gov NESDIS  data manager data manager General n/a understanding of the data



12 nancy.ritchey@noaa.gov

13 nancy.ritchey@noaa.gov

NESDIS

NESDIS

data manager

data manager

data manager Section Il

data manager General

G. Retention
Guidelines

n/a

Retention schedules should be established by all repositories.
Transparency on those schedules and the review process needs to
be pubically available.

transparency on repository processes, reviews, appraisals, etc.
should be publically available.



March 6™ 2020

Lisa Nichols

Office of Science and Technology Policy
Executive Office of the President
Eisenhower Executive Office Building

1650 Pennsylvania Avenue

Washington, DC 20504Washington, DC 20230

Subject: Comments on Draft Desirable Characteristics of Repositories for Managing and
Sharing Data Resulting From Federally Funded Research, Document Number 2020-00689.

Dear Ms. Nichols,

The Computing Research Association (CRA) is an association of more than 200 North
American academic departments of computer science, computer engineering, and related
fields; laboratories and centers in industry, government, and academia engaging in basic
computing research; and affiliated professional societies. CRA's mission is to strengthen
research and advanced education in the computing fields, expand opportunities for women
and minorities, and improve public and policymaker understanding of the importance of
computing and computing research in our society. To that end, we write today to submit
comments on ‘Draft Desirable Characteristics of Repositories for Managing and Sharing
Data Resulting From Federally Funded Research” Document Number 2020-00689.

We commend the NSTC Committee on Science’s Subcommittee on Open Science (SOS) for
developing this set of desirable characteristics of data repositories for data resulting from
Federally funded research. Grounding them in the SOS-developed findable accessible,
interoperable, and reusable (FAIR) principles goes far in establishing characteristics that
will be broadly acceptable and useful.

Data repositories are socio-technical in nature: they provide a service for people, and their
utility is tightly intertwined with human behavior in response to the information they
provide and the research they enable. This behavior itself changes through the availability
of and services provided by data repositories. Focusing on the characteristics of data
repositories is vital, but the human infrastructure that needs to be developed around their
use is equally vital. Such considerations are outside of the scope for this RFC, and so we
encourage the SOS to consider them in future discussions that engage the Research



Librarian Community - such as the Association of College and Research Libraries (ACRL) of
the American Library Association (ALA).

Specific to the RFC, we make the following comments:

- To “assist investigators in identifying data repositories’, per this CFP, it is
important that repositories document their own collection policies, clearly
articulating their self-defined scope and use/reuse policies, including: (a) what does
and does not meet the repository’'s selection or inclusion criteria (particularly for,
but not limited to, human-subjects data); (b) retention guidelines for both human-
and non-human-subjects data (related to point I.G); (c) licenses and terms of use
that govern both data and metadata where not specified at the dataset-level; etc.

- We would like to see a commitment to supporting requirements for automated
access and machine use, including autonomous computational use and reuse of
data, by making data and metadata machine-readable and -actionable. There is
widespread consensus in the scientific research community (reflected in the FAIR'
data principles and growing consensus around their implementation across
disciplines) that repositories intended to promote reuse must facilitate both human
and machine use of data and metadata. (See, for example, “Make scientific data
FAIR" by Shelly Stall et al., Nature Comments, June 2019).

o For example, we recommend that point I.C be amended as: Metadata:
Ensures datasets are accompanied by machine-interpretable metadata

o We also recommend that point I.J be amended as: Common Format: Allows
datasets and metadata to be accessed, downloaded, or exported from the
repository in standards-compliant, machine-actionable, and preferably
non-proprietary formats

- Supporting the reuse of data in computational workflows will require supporting
robust versioning of data that are subject to ongoing change, updates, or growth
over the lifetime of research and reuse. Versioning entails more than the adequate
identification of individual datasets, and also involves operations such as data
cleaning, data reduction, and derivation of secondary data sets from lower level
data that may also be archived.

! https://www.forcell.org/group/fairgroup/fairprinciples




o In addition, to support computational and human reuse the implicit
definition of provenance given in these recommendations should be
expanded to include not only actions taken during the life of the dataset
after deposit into the repository, but also lineage or source information for
datasets and metadata about actions taken before deposit in the
repository.

« Along with the recognition of the importance of restricting access to data in some
cases for privacy reasons, a need for recognition of both:

o The existence of factors that transcend the legal and ethical frameworks
that govern individual privacy, which may entail restrictions for non-privacy
reasons, especially for data that represent human communities or their
knowledge

= E.g. representations of Indigenous populations or their knowledge
may be restricted to protect cultural knowledge in accordance with
community epistemologies and values

= The importance of transparency as a counterbalance to restriction:
Where appropriate, repositories should commit to displaying which
data are restricted, under what constraints, and for what reasons.

CRA looks forward to assisting the Department and BIS throughout this proceeding to
assess the need for and contours of any changes to this rule. Please contact Peter Harsha
of CRA (harsha@cra.org) with any questions concerning these comments, or for assistance
on any computing-related technical matter within the scope of this docket. Thank you for
your time and attention.

Respectfully submitted,

G W Lo

Ellen W. Zegura
Chair
Computing Research Association



Note: These comments were authored by Assistant Professor Katrina Fenlon (University of
Maryland College of Information Studies) and members of the CRA Computing Community
Consortium subcommittee.




Society of Vertebrate Paleontology
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McLean, VA 22102 USA

Phone: (301) 634-7024

Email: svp@vertpaleo.org Web:
www.vertpaleo.org

FEIN: 06-0906643

March 6, 2020
Subject: RFC Response: Desirable Repository Characteristics

Dear U.S. Office of Science and Technology Policy,

We represent the Society of Vertebrate Paleontology (SVP: http://vertpaleo.org/), a
non-profit international scientific organization with over 2,000 researchers, educators,
students, and enthusiasts. Our mission is to advance the science of vertebrate palacontology
(a discipline within life sciences) and to support and encourage the discovery, preservation,
and protection of vertebrate fossils, fossil sites, and their geological and paleontological
contexts. This letter is in response to the White House Office of Science and Technology
Policy’s (OSTP) for public comment on Draft Desirable Characteristics of Repositories for
Managing and Sharing Data Resulting from Federally Funded Research (85 FR 3083; pages
3085-3087; document number 2020-00689). All of our comments concern the middle and
right columns on page 3086 85 FR 3083, including “I. Desirable Characteristics for All Data
Repositories.” SVP does not have any specific comments on “II. Additional Considerations
for Repositories Storing Human Data (Even if De-Identified).”

Types of Paleontological Data and Metadata to be Managed by Repositories

We understand that the “proposed characteristics are intended to be consistent with
criteria that are increasingly used by non-Federal entities to certify data repositories, such as
ISO16363 Standard for Trusted Digital Repositories and CoreTrustSeal Data Repositories
Requirements, so that repositories with such certifications would generally exhibit these
characteristics” (page 3086). In addition to the requirement that all digital data from federally
funded research should be reposited, SVP suggests that the language of this regulation be
expanded to include the physical fossils collected by federally funded research. This is
because physical fossils are also a form of data in the field of paleontology besides all
associated information and generated data stemming from them, hereafter collectively
referred to ‘paleontological metadata.” Paleontological metadata, include, but not limited to:

¢ hard copy data (e.g., maps; photographs; field notes, including qualitative and/or
quantitative measurements used or taken by researchers; catalog cards; letters
containing specimen data; scientific illustrations; publications);

o digital data (e.g., various types of databases, including those that record locality and
stratigraphic information, taxonomic and specimen catalogs, measurements, as well as
names of land owners, collectors, donors, and/or preparators of fossils; digital
photographs; 2-D and 3-D digital scan data; GPS coordinate data; electronic scans of
hard copy data; electronic communication containing specimen data; publications);

e replicas (copies of fossils, including molds and digital data to make casts; 3-D prints
based on digital data); and
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e 'data reserves' for possible future studies, including chemical and microscopic analyses
(e.g., rocks and sediment samples; fragmentary fossils; associated fossils collected
with primary fossils).

The characteristics of an appropriate repository needed for best practices in paleontology are
those that provide long-term preservation and access of not only digital data but also physical
fossils and any other forms of paleontological metadata. Because science is an endeavor to
make new discoveries, the types of metadata listed above should not be considered
comprehensive, where presently unforeseen new types of paleontological metadata may come
about in the future that repositories should also accommodate their storage and dissemination.
In addition, paleontological metadata to be reposited may even include information in the
absence of actual collected fossils. Examples include locality and stratigraphic data of known
paleontological sites that have not yet been scientifically explored. Digital data in
paleontology include those that represent ‘extractions’ from physical fossils (e.g., digital scan
data as well as field photographs and notes when fossils were surveyed or collected) and
therefore are implied pointers to information that is subject to verification. It must be noted
also that such information and databases, regardless of whether or not any actual fossil
specimens have been collected, often implicitly contain hypotheses or other potential
intellectual properties. In addition, restoration and reconstruction of fossils, including
physical skeletal mounts, restored fossil elements, digitally reconstructed anatomical
elements or skeletons, or even scientifically-based artwork of extinct organisms (including
digital images) should also be considered as forms of paleontological metadata where they
potentially represent testable hypotheses.

From SVP’s perspective, desirable repository characteristics are those that can
accommodate management of all types of physical fossils and paleontological metadata. For
physical fossil specimen care as well as paleontological metadata storage and dissemination,
a wide range of capabilities exists. Efforts should be made by agencies to assist where
possible with the ultimate goal of bringing each up to consistent standards. For practical
considerations, inadequacies should not exclude granting or maintenance of repository status,
but rather additional support should be given to such repository agencies or institutions to
help bring them to consistent standards.

We would also like to have a clarification. As noted above, 3-D digital scan data that
capture the three-dimensional likeness of objects, such as paleontological (as well as
biological and archaeological) specimens, can allow for the reproduction of precise replicas
of these objects for scholarly or commercial uses. In cases where these objects are owned by
the Federal Government (i.e., original specimens collected from federal lands), reproduction
rights are controlled by the permit agreements under which they were collected, and
associated federal regulations. How will replica production be restricted, if at all? The rules
should allow replica production at least for scholarly and educational purposes.

Desirable Characteristics of Paleontological Repositories

The principle reason for placing scientifically important fossils in a public repository
is that vertebrate fossils are rare and often unique. Scientific practice demands that
conclusions drawn from the fossils and associated paleontological metadata should be
verifiable: i.e., scientists must be able to reexamine, re-measure, and reinterpret them, where
such reexamination can happen decades or even centuries after the fact. Furthermore,
technological advances, new scientific questions, and opportunities for synthetic research
mean that new research often utilizes fossils and associated paleontological metadata that
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were originally collected with other purposes in mind. These lines of reasoning mandate that
scientifically important fossils be preserved along with their associated paleontological
metadata for decades, centuries, and hopefully millennia. Optimal characteristics of suitable
repositories include:

e aprimary mission that encompasses the preservation of scientifically important fossil
specimens and associated paleontological metadata;

e anon-profit organizational structure that is capable of weathering economic changes,
political changes, and other changes of fortune

¢ ademonstrated commitment to preserving specimens and to managing associated
metadata such as locality and contextual info rmation (see U.S. Department of
Interior’s guidelines for federally appro